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Abstract 
 

Virtual machine based distributed computing greatly simplifies and enhances adaptive/ autonomic 
computing by lowering the level of abstraction, benefiting both resource providers and users.  We are 
developing Virtuoso, a middleware system for virtual machine shared resource computing (e.g. grids) 
that provides numerous advantages and overcomes many obstacles a user faces in using shared 
resources for deploying distributed applications.  A major hurdle for distributed applications to 
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limited by cost constraints.  Resources can be very heterogeneous, especially in wide area or shared 
infrastructures, and their availability is also highly dynamic. 
 
To achieve such automated adaptation, one must first learn about the various demands and properties 
of the distributed application running inside the VMs.  My thesis is that it is feasible to infer the 
applications’ demands and behavior, to a significant degree, without actually knowing much about the 
application or its operating system; I have investigated and demonstrated numerous novel techniques 
to infer many useful properties of parallel applications, in an automated fashion.  Throughout my work 
I have used a black box approach to inference.  Thus the results are applicable to existing, unmodified 
applications, and operating systems and are widely applicable. 
 
I show how to infer the communication behavior and the runtime topology of a parallel application.  I 
also show how to infer very useful runtime properties of a parallel application such as its runtime 
performance.  I have developed the algorithms to understand quantitatively the slowdown of an 
application under external load to find global bottlenecks at the resource and process level using time 
decomposition of the application’s execution.  In addition, my dissertation also gives limited evidence 
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Abstract

Black Box Methods for Inferring Parallel Applications’ Properties in
Virtual Environments

Ashish Gupta

Virtual machine based distributed computing greatly simplifies and enhances adaptive/ au-

tonomic computing by lowering the level of abstraction, benefiting both resource providers

and users. We are developing Virtuoso, a middleware system for virtual machine shared-

resource computing (e.g. grids) that provides numerous advantages and overcomes many

obstacles a user faces in using shared resources for deploying distributed applications. A

major hurdle for distributed applications to function in such an environment is locating, re-

serving/scheduling and dynamically adapting to the appropriate communication and compu-

tational resources so as to meet the applications’ demands, limited by cost constraints. Re-

sources can be very heterogeneous, especially in wide area or shared infrastructures, and their

availability is also highly dynamic.

To achieve such automated adaptation, one must first learn about the various demands and

properties of the distributed application running inside the VMs. My thesis is that it is feasi-

ble to infer the applications’ demands and behavior, to a significant degree, without actually

knowing much about the application or its operating system; I have investigated and demon-

strated numerous novel techniques to infer many useful properties of parallel applications, in

an automated fashion. Throughout my work I have used a black box approach to inference.

Thus the results are applicable toexisting, unmodifiedapplications and operating systems and
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are widely applicable.

I show how to infer the communication behavior and the runtime topology of a parallel

application. I also show how to infer very useful runtime properties of a parallel application

such as its runtime performance. I have developed the algorithms to understand quantitatively

the slowdown of an application under external load to find global bottlenecks at the resource

and process level using time decomposition of the application’s execution.

In addition, my dissertation also gives limited evidence and points to other work that shows

that this inferred information can actually be used to benefit the application, without having

any knowledge of the application/OS itself.
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Chapter 1

Introduction

Virtual machines have the potential to simplify the use of distributed resources in a way unlike

any other technology available today, making it possible to run diverse applications with high

performance after only minimal or no programmer and administrator effort. Network and host

bottlenecks, difficult placement decisions, and firewall obstacles are routinely encountered,

making effective use of distributed resources an obstacle to innovative science. Such problems,

and the human effort needed to work around them, limit the development, deployment, and

scalability of distributed parallel applications.

A detailed case for virtual machine-based distributed and parallel computing was earlier

presented in [43], and I have been part of the collaborative effort that is developing a system,

Virtuoso, which has the following model:

• The user receives what appears to be a new computer or computers on his network at

very low cost. The user can install, use, and customize the operating system, environ-

ment, and applications with full administrative control.

• The user chooses where to execute the virtual machines. Checkpointing and migration

is handled efficiently through Virtuoso. The user can delegate these decisions to the

system.
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• A service provider need only install the VM management software to support a diverse

set of users and applications.

• Monitoring, adaptation, resource reservation, and other services are retrofitted to exist-

ing applications at the VM level with no modification of the application code, resulting

in broad application of these technologies with minimal application programmer in-

volvement.

A major impediment for resource providers in supplying resources as well as for users

in utilizing these resources for distributed computing is the heterogeneity of the underlying

hardware resources, operating systems and middleware that may be different for each resource

provider. Dealing with portability issues in such an environment is very difficult. A virtual

machine image that includes pre-installed versions of the correct operating system, libraries,

middleware and applications can make the deployment of new software far simpler. The goal

here is that the user can then use and configure a VM as he likes and just make multiple copies

to provide a distributed computing environment that fits his requirements.

Along with using virtual machines, an important concept in Virtuoso is VM-level virtual

overlay networking (VNET) [134] that can project a VM running on a remote network on

to the user’s local LAN. Thus the end result is that user feels as if he has access to a com-

plete raw machine attached to his local network. The virtual machine monitor deals with

any computational resource related hurdles which users face whereas the VM-level virtual

networking alleviates communication issues that are common in wide area distributed appli-

cations. For example, different policies, administration, proxies and firewall rules at different

sites can make matters complicated for the application programmer. Virtuoso hides these de-

tails, presenting a simple abstraction of purchasing a new wholly owned machine connected

to the user’s network. Simplifying distributed computation over the wide area to such a level

can make autonomic distributed computing over shared infrastructure very attractive for a
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wide range of users, ranging from scientific computational apps like CFD applications (NAS

benchmarks [17, 148]) , enterprise IT applications to even deploying virtual web services over

a Grid [20]. For a classification of certain applications that can be leveraged, I refer the reader

to my colleague Ananth Sundararaj’s dissertation [138].

1.1 Introducing Runtime Adaptation

An application running in some distributed computing environment, must adapt to the (pos-

sibly changing) available computational and networking resources. Despite many efforts [15,

24, 34, 55, 56, 68, 82, 95, 96, 111, 127, 140, 150, 159], adaptation mechanisms and control have

remained very application-specific or required rewriting applications. Our group has shown

that that adaptation using the low-level, application-independent adaptation mechanisms made

possible by virtual machines interconnected with a virtual network is effective [135, 139].

Custom adaptation by either the user or the resource provider is exceedingly complex as

the application requirements, computational and network resources can vary over time. VNET

is in an ideal position to

1. measure the traffic load and application topology of the virtual machines,

2. monitor the underlying network and its topology,

3. adapt the application as measured in step 1 to the network as measured in step 2, and

4. adapt the network to the application by taking advantage of resource reservation mech-

anisms.

These services can be done on behalf ofexisting, unmodified applications and operating

systemsrunning in the virtual machines. One previous paper [134] laid out the argument and

formalized the adaptation problem, while a second paper [135] gave very preliminary results

on automatic adaptation using one mechanism. In the following discussion we also highlight
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how to control three adaptation mechanisms provided by Virtuoso in response to the inferred

communication behavior of the application running in a collection of virtual machines, and

provide extensive evaluation.

To give a structured overview of the system in the context of adaptation, I briefly discuss

some important components of Virtuoso and related systems that have been developed. I also

show where my work fits in within these areas.

Infrastructure: Infrastructure refers to the underlying services that are needed to support the

idea of distributed virtual computing over a wide area. These include:

VNET [134]: VNET is a data link layer virtual network tool. Using VNET, virtual machines

have no network presence at all on a remote site. Instead, VNET provides a mechanism

to project their virtual network cards onto another network, which also moves the net-

work management problem from one network to another. For example, all of a user’s

virtual machines can be made to appear to be connected to the user’s own network,

where the user can use his existing mechanisms to assure that they have appropriate

network presence. Because the virtual network is at the data link layer, a machine can

be migrated from site to site without changing its presence- it always keeps the same IP

address, routes, etc. Vnet supports arbitrary overlay network topology and routing. This

can assist in adapting distributed/parallel applications if we can infer their communica-

tion topology.

WREN(developed by Zangrilli et al [155]): Watching Resources from the Edge of the Net-

work (Wren) is designed to passively monitor applications network traffic and use those

observations to determine the available bandwidth along the network paths used by the

application. The key observation behind Wren is that even when the application is not

saturating the network it is sending bursts of traffic that can be used to measure the

available bandwidth of the network.
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Adaptation Mechanisms: As discussed above, adaptation mechanisms are the means by

which we can change the application’s resource configuration to better suit its demands and

underlying resource availability, for the purpose of improving its performance. Some of these

mechanisms are:

• Virtual Machine Migration: Virtuoso allows us to migrate a VM from one physical

host to another. Much work exists that demonstrates that fast migration of VMs running

commodity applications and operating systems is possible [85, 112, 121]. Migration

times down to 5 seconds have been reported [85]. Migration of entire OS instances

on a commodity cluster with service downtimes as low as 60ms have been demon-

strated [31]. As migration times decrease, the rate of adaptation we can support and our

work’s relevance increases. Note that while process migration and remote execution has

a long history [40, 108, 131, 141, 154], to use these facilities, we must modify or relink

the application and/or use a particular OS. Neither is the case with VM migration.

• Overlay Topology Modification: VNET allows us to modify the overlay topology

among a user’s VMs at will. A key difference between it and overlay work in the appli-

cation layer multicast community [19, 23, 73] is that the VNET provides global control

of the topology, which our adaptation algorithms currently (but not necessarily) assume.

• Overlay Forwarding: VNET allows us to modify how messages are routed on the over-

lay. Forwarding tables are globally controlled, and topology and routing are completely

separated, unlike in multicast systems.

• VRESERVE [88]: VRESERVE automatically and dynamically creates network reser-

vation requests based on the inferred network demands of running distributed and/or

parallel applications with no modification to the application or operating system, and no

input from the user or developer.
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• VSCHED [91]: Virtuoso must be able to mix batch and interactive VMs on the same

physical hardware, while satisfying constraints on responsiveness and compute rates

for each workload. VSched is the component of Virtuoso that provides this capability.

VSched is an entirely user-level tool that interacts with the stock Linux kernel running

below any type-II virtual machine monitor to schedule all VMs using a periodic real-

time scheduling model. This abstraction allows compute rate and responsiveness con-

straints to be straightforwardly described using a period and a slice within the period,

and it allows for fast and simple admission control.

Adaptation Algorithms: VADAPT [136]: The adaptation control algorithms are imple-

mented in the VADAPT component of Virtuoso. For a formalization of the adaptation control

problem, please see the dissertation of my colleague Ananth Sundararaj [138]. The full con-

trol problem, informally stated in English, is “Given the network traffic load matrix of the

application and its computational intensity in each VM, the topology of the network and the

load on its links, routers, and hosts, what is the mapping of VMs to hosts, the overlay topology

connecting the hosts, and the forwarding rules on that topology that maximizes the application

throughput?” This component greatly overlaps with my thesis and dissertation and forms an

important part of it.

User Feedback-based Adaptation [59, 92]: The optimization problems associated with

adaptive and autonomic computing systems are often difficult to pose well and solve effi-

ciently. A key challenge is that for many applications, particularly interactive applications, the

user or developer is unlikely or unable to provide either the objective function f, or constraints.

It is a key problem encountered broadly in adaptive and autonomic computing. This part uses

Virtuoso context to explore two core ideas. In human-driven specification, it explores how to

use direct human input from users to pose specific optimization problems, namely to deter-

mine the objective function f and expose hidden constraints. Once there is a well-specified

problem, there is a need to search for a solution in a very large solution space. In human -
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driven search, it explore how to use direct human input to guide the search for a good solution,

a valid configuration x that optimizes f(x). My colleague Bin Lin explores this topic in detail

in his dissertation [93].

Inference Techniques:Inference is a critical part of the adaptation process and the Virtuoso

system as it is the information driver in the system that provides us insight into the demands

and behavior of parallel applications at run time. Runtime Black-box Inference is the main

contribution that I make to the Virtuoso system and most of this dissertation provides contri-

butions in this area. An early work of mine calledVTTIF [58](Virtual Topology and Traffic

Inference Framework) integrates with VNET to automatically infer the dynamic topology and

traffic load of applications running inside the VMs in the Virtuoso system. In our earlier work,

I demonstrated that it is possible to successfully infer the behavior of a BSP application by

observing the low level traffic sent and received by each VM in which it is running. Further

in [136] I showed how to smooth VTTIF’s reactions so that adaptation decisions made on

its output cannot lead to oscillation. This component is an essential and initial part of my

dissertation’s theme and problem statement.

1.2 The Inference Problem and the Thesis

A major hurdle for distributed applications is locating, reserving/scheduling and dynamically

adapting to the appropriate communication and computational resources so as to meet the ap-

plications’ demands, limited by cost constraints. Resources can be heterogeneous over a wide

area and if shared, their availability is also highly dynamic. Thus, proper automatic placement

and scheduling of application’s computation and communication satisfying performance and

cost constraints, is an important challenge. If distributed computing is to become popular over

shared resources spread over the wide area, these difficult tasks must not be an operation which

the user himself has to deal with. At the same time, performance provided by Virtuoso must

be decent, so that users are motivated to use the wide area resources for their applications.
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Their goals are all geared towards making distributed computing an autonomic experience for

the end users.

To achieve this, there must be a understanding of what the distributed application wants,

in order to adapt it and improve its performance. Apart from its wants, its also important to

be able to measure certain fundamental properties of an application like its performance or to

figure out if an application is under distress in the first place.

My thesis is that it is feasible to infer various useful demands and behavior of an appli-

cation running inside a collection of VMs to a significant degree using a black box model. To

evaluate this thesis, I enumerate and define various demands and types of behavior that can

be inferred, and also design, implement and evaluate ideas and approaches towards inferring

these. One of the demands I infer is the communication behavior and the runtime topology

of a parallel application. I also show how to infer some very useful runtime properties of a

parallel application like its runtime performance, its slowdown under external load, its global

bottlenecks. Significantly all of this is done using black-box assumptions and without spe-

cific assumptions about the application or the operating system. I also give evidence of how

automatic black box inference can assist in adapting the application and its resource usage

resulting in improved performance.

I have demonstrated that it is possible to create techniques and algorithms that automat-

ically understand an application’s needs and bottlenecks without any external input from the

user or application. I have found evidence and describe how we can automatically meet these

demands by employing various mechanisms provided by a Virtuoso-like infrastructure, such

as VM migration, modifications to the VNET overlay topology and forwarding rules, and use

of resource reservation mechanisms in the underlying network.
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1.3 Major Threads of my Work

Application Inference: Here the objective is to understand the various demands of the appli-

cation like computational load, communication behavior, application topology (e.g. in BSP-

style parallel applications). Additionally we infer its current collective performance, its current

performance bottlenecks, etc. One of our main ambitions for performance adaptation in Vir-

tuoso is that it should be fully automated, i.e., without any intervention from the user or the

developer. This can be achieved if Virtuoso can automatically infer these requirements.

For performance adaptation, we also need to do system inference i.e. infer the config-

uration and availability of the underlying physical resources that include computational and

network resources. This is described earlier in section 1.1.

Benefit for autonomic adaptation from inference: An interesting challenge in adaptation

control algorithms is dynamic adaptation. Adaptation only begins with the initial placement

of the application in Virtuoso. With time, the application’s demands may change and the

resource availability is also dynamic. Therefore, it is also important to support dynamic adap-

tation of application to prevent and performance degradation and boost it when possible. This

involves dynamic inference and adaptation i.e. keeping an updated view of the application and

underlying resources and adapting it midway if the performance requirements specified by the

user are threatened in the existing scenario. We have shown some initial examples of this

dynamic inference and some interesting challenges that come up, like oscillations [134, 136].

To demonstrate this, I will refer to my work on dynamic adaptation based on inference, which

can boost on-the-fly performance of these distributed applications. However it is important to

note that the adaptation being an endless subject, the main goal of my thesis is application in-

ference, with adaptation as a user to give an idea of how such inference can be used to benefit

the application in a dynamic fashion without any knowledge of application itself. Apart from

adaptation, other forms of management and problem detection can also benefit from inference.
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1.3.1 Difference between Black Box and Gray Box Techniques

To clarify here I discuss the working definitions of black box vs gray box techniques. Black

box techniques do not assume any inside knowledge of the system or the object they attempt

to understand. Gray box techniques can use information internal to the system. For example,

in a multi-tier web application, using the application logs or request information available

inside the VM would qualify as gray box techniques. A further subtle distinction is that even

if inside signals are not used, but knowledge of how the system or the object functions is used

to assist inference, this also qualifies as a gray box system. This is well elaborated in the

work by Arpaci-Dusseau. et al [16]. For example the TCP congestion control algorithm uses

timeouts to infer network congestion - this assumes this relationship of congestion to timeouts,

which may not be true in other domains such as wireless networks, where other causes may

contribute to timeouts. Therefore, the TCP congestion control mechanisms are more aptly

gray box than black box.

To make our techniques to be generally useful and applicable to a wide range of applica-

tions without modification our goal is to assume no knowledge of the application or anything

inside the guest VM itself i.e. a black box approach.

There is an obvious tradeoff in assuming more knowledge about the application and the

guest VM. On one hand, having access to application specific information like the HTTP

request log for a web server, or the input parameters to a BSP application could assist in

inference - on the other hand it will make these techniques tougher to deploy. For wider

adoption its an important goal to keep our knowledge of the application to a minimum. Also

ideally we do not want to avail ourselves of any knowledge inside the guest VM like OS logs,

individual process information and other statistics available inprocfsor sysfs. Without this

goal, it again requires extra effort from the developer’s or deployer’s side to equip the guest

OS with special monitoring daemons to monitor and report these statistics outside the guest

VM. We want to avoid this additional barrier to entry.
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1.3.2 Formalization for Adaptation and Role of Inference

The following formalization is for the Virtuoso Adaptation problem and has been defined by

my colleague Ananth Sundararaj. This formalization defines the various input and output

parameters for the adaptation problem. To indicate how inference fits integrally with the

adaptation problem, I point out portions of the formalization that refer to the inference part

that I is relevant to the application part and I cover in my dissertation.

Note that this formalization only covers some relevant properties that can be inferred in the

context of adaptation. There are other useful properties also that I describe in later chapters

that are not covered in this formalization. However this gives a good understanding of how

inference plays a critical role towards adaptation.

Figure 1.1 shows the problem formalization. All of the input described in the figure can be

inferred. However I focus only on inference that is connected to the application itself. Other

aspects of the input have also been covered by parts of the Virtuoso project by my colleagues

and other projects. These parts are mentioned in the figure (Remos [38], NWS [151] and

RPS [12]) For a complete definition of the terminology, I refer the reader to the problem

formulation in Chapter 4 of Ananth Sundararaj’s dissertation [138].

The main categories are resource availability, VM/application demands and user-imposed

constraints like VM to host mapping etc. Some of the inference aspects in this problem state-

ment are highlighted above. These correspond to the compute demands, the size of VMs, time

of execution remaining and the bandwidth/latency demands for all communicating VMs. The

user or the application developer does not know these input values in advance. They can de-

pend on the particular execution environment, resource availability, input data etc. Therefore

these must be inferred dynamically at runtime to serve as input to the adaptation problem

The goal of the adaptation problem is to output the final configuration of the VM to host

mapping and the routing specification for each VM-to-VM communication. The formalization

for the output is shown in Figure 1.2.
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INPUT:

• A directed graphG = (H,E) (Remos)

• A functionbw : E → R (Remos, NWS, RPS)

• A function lat : E → R (Remos, NWS, RPS)

• A functioncompute: H → R (NWS)

• A functionsize: H → R (Remos)

• A set,VM = (vm1,vm2 . . .vmn), n∈ N
• A function vm compute: VM → R → The CPU utilization demanded by

the VM

• A function vm size: VM → R→ The size of the VM

• A set of ordered 4-tuplesA = {(si ,di ,bi , l i) | si ,di ∈ VM; bi , l i ∈ R; i =
1, . . . ,m} → Here the input is the current inferred traffic and latency between
each pair of VMs.

• A set of ordered pairsM = {(vmi ,hi) | vmi ∈ VM ,hi ∈ H; i = 1,2. . . r, r ≤ n}

Figure 1.1:Problem 1 (Input for the Generic Adaptation Problem In Virtual Execution Envi-
ronments (GAPVEE)). The inference parts that are relevant to my dissertation are highlighted
using a box.

The output is also annotated to give an idea of what requirement or goal is being met with

each line of the output statement. It contains inference relevant objectives like: VM must fit

space-wise on each physical host. There must be bandwidth capacity remaining on each edge,

after the application’s demands are met. Moreover there is an unspecified objective function

whose goal is to maximize certain parameters like residual capacity remaining, application

execution time etc. However to reach this objective one must first know the details about the

VMs and the application running inside it, apart from resource availability themselves. My

goal is to recover as much information as possible from the VMs and the application using

black box techniques.
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OUTPUT: vmap :VM → H andR : A → P such that→ Denotes the final adaptation
output which consists of the the VM to host mapping and the routing specification

• ∑vmap(vm)=h
(
vm compute(vm)

) ≤ compute(h), ∀ h∈ H → To make sure compu-
tation needed is less than available

• ∑vmap(vm)=h
(
vm size(vm)

)≤ size(h), ∀ h∈H → To make sure VMs fit space-wise

• hi = vmap(vmi), ∀Mi = (vmi ,hi) ∈ M → Checks if the particular VM to host
mapping is allowed

• (
bwe−∑e∈R(Ai) bi

) ≥ 0, ∀e∈ E → Checks if bandwidth capacity is remaining on
all edges after adaptation

• (
∑e∈R(Ai) late

)≤ l i , ∀e∈ E → Checks that the latency demands are met.

• ∑m
i=1

(
mine∈R(Ai)

{
rce}

)
, whererce = (bwe−∑e∈R(Ai) bi), is maximized→ The ob-

jective function that we need to optimize for the output

Figure 1.2: Output for theProblem 1 (Generic Adaptation Problem In Virtual Execution
Environments (GAPVEE)). Each line is annotated with italic text explaining what it denotes

1.4 Application Model

In my dissertation I mainly focus on parallel applications, specifically Bulk-Synchronous Par-

allel [50] (BSP) style applications. The BSP model is originally introduced in an article from

Leslie Valiant [143]. It has become a very popular model for implementing a large variety of

algorithms and scientific applications [17, 27, 49, 52, 53, 103, 115, 133].

We consider parallel programs whose execution alternates between one or more comput-

ing phases and one or more communication phases, including metaphases. The next phase

can begin only after all operations from the current phase are finished. In the computation

phase, each node does local computation, with all the data required for it available in the local

memory. In the communication phase, there is either inter-process communication, synchro-

nization or aggregation (e.g. reduction and scan) operation [133].

BSP algorithms consist of a sequence of super-steps. In each superstep the processors op-
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Superstep 1: Computation

Superstep 1: all-to-all

Superstep 2: computation

Superstep 2: all-to-all

Superstep 3: computation

Superstep 3: reduction

Superstep 4: reduction

Super-step structure for the
FT application in NAS benchmark

20

Figure 1.3: An example of superstep structure for a very popular benchmark Fourier Trans-
form from NASA

erate independently performing local operations and global communications by send/receive

operations. The sent messages can be assumed to be received in the next superstep. At the end

of a superstep a barrier synchronization is realized. The time for the BSP algorithm is the sum

of times for the supersteps [51]. Figure 1.3 illustrates the superstep structure of a very popular

BSP benchmark FT from the NAS set of benchmarks from NASA [17, 133].

Some Applications that I Consider

In my dissertation I focus on a set of BSP benchmarks for experimentation and testing. I

introduce two benchmarks that I use widely in my work.

Patterns: This is a synthetic workload generator that I developed in C. It can execute many

different kinds of topologies common in BSP parallel programs. We use this extensively to
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test our framework. Patterns does message exchanges according to a topology provided at the

command line. Patterns emulates a BSP program with alternating dummy compute phases and

communication phases according to the chosen topology. It takes the following arguments:

• pattern: The particular topology to be used for communication.

• numprocs: The number of processors to use. The processors are determined by a special

hostfile.

• messagesize: The size of the message to exchange.

• numiters: The number of compute and communicate phases

• flopsperelement: The number of multiply-add steps

• readsperelement: The number of main memory reads

• writesperelement: The number of main memory writes

Patterns generates a deadlock free and efficient communication schedule at startup time

for the given topology and number of processors to be used. The following topologies are

supported:

• n-dimensional mesh, neighbor communication pattern

• n-dimensional torus, neighbor communication pattern

• n-dimensional hypercube, neighbor communication pattern

• Binary reduction tree

• All-to-all communication
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Scheduling Mechanism: The patterns application uses a flexible schedule mechanism,

wherein each host can store its sending and receiving schedule. The schedule contains the

action (SEND or RECEIVE) and the host id. This schedule decides the topology of commu-

nication. For example, a simple linear topology schedule for node 1 can be:

RECEIVE 0

SEND 0

SEND 2

RECEIVE 2

For each topology, a separate schedule needs to be written down for each participating

host. There are functions for each topology, to generate the schedule automatically for a

specified process number. For some generalized versions of topologies, finding the schedule

may be non-trivial e.g. mesh, toroid and hypercube. A new algorithm was devised to schedule

a n-dimensional toroid or mesh for any configuration.

The ordering of actions needs to be correct to avoid deadlock. For example, if the schedule

for process 1 is (and similarly defined for other processes):

SEND 0

RECEIVE 0

SEND 2

RECEIVE 2

then all hosts will be trying to send messages in the first step but no host is waiting to

receive, thus resulting in a deadlock. Thus the ordering of events is important here.

Table1.1 lists the topologies which have been implemented along with the parameters for

the patterns program for each particular topology.

NAS Parallel Benchmarks [133, 148]:The NAS Parallel Benchmarks (or NPB) were de-

veloped by the Numerical Aerodynamic Simulation (NAS) Program at NASA Ames Research
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Topology pattern parameter process number param. other params
1D Mesh meshneighbor-1d number of nodes as desired
(a.k.a. neighbor or linear)
2D Mesh meshneighbor-2d number of nodes as desired

the number is split up into
two factors for x and y
direction

n-D Mesh meshxxyyzz... =xx*yy*zz... as desired
where xx is depth of 1st dimension, yy is
depth of 2nd dim, and so on...
Example: mesh030203 for 3x2x3 mesh 12

1D Torus toroid neighbor-1d number of nodes as desired
2D Torus toroid neighbor-2d number of nodes as desired

the number is split up into
two factors for x and y
direction

n-D Toroid toroidxxyyzz... =xx*yy*zz... as desired
where xx is depth of 1st dimension, yy is
depth of 2nd dim, and so on...
Example: toroid030203 for 3x2x3 toroid 12

Reduction Tree reductiontree number of nodes as desired
Example: 7 for a binary
tree of depth 3

n-D Hypercube hypercubeneighbor number of nodes as desired
Example: 8 for a 3D
hypercube

All to All all-to-all number of nodes as desired

Table 1.1: List of topologies implemented in patterns along with required parameters

Center and has been widely used to evaluate the performance of various parallel comput-

ers [74]. NPB were carefully derived from real codes and mimic the computation and data

movement characteristics of large-scale computational fluid dynamics (CFD) applications re-

quired by NASA. NPB consists of 8 benchmark programs. The first five kernel benchmarks

(EP, MG, FT, IS, CG) represent the computational core of five frequently used numeric meth-

ods. The remaining three simuluted application benchmarks (LU, SP, BT) are representative

of full-scale applications. In my work, I use a C implementation of NAS benchmarks for the

PVM parallel execution environment [129].

1.5 Infrastructure and Virtual Machine Model

Infrastructure Used: In our evaluations we use the nodes of our Virtuoso cluster, which is an

IBM e1350 with 32 compute nodes, each of which is a dual 2.2 GHz Intel HT Xeon Processors



CHAPTER 1. INTRODUCTION 39

(except the management node which is faster), 1.5 GB RAM, and 40 GB of disk.

For the evaluation in Chapter 2, each node runs Red Hat Linux 9. The communication

measured is is via a 100 mbit switched network, specifically a Cisco 3550 48 port switch.

The machines also have 1 Gbit interfaces and in some evaluation scenarios in later chap-

ters(Chapters 3, 4, 5), I use 4 of these machines which form a mini-cluster of their own. These

machines are then connected via 100 Mbit switch. The machines run Fedora Core release 6

(Zod) in the evaluation for these chapters.

Virtual Machine Monitor Used: Since most of inference work is focused on virtual dis-

tributed environments, I work extensively with popular VMMs to execute parallel applications.

I use both VMWare and the popular open source Xen VMM in my evaluations.

I use VMWare GSX Server 2.5 in my evaluations in Chapter 2. VMware software [109,

145, 146] provides a completely virtualized set of hardware to the guest operating system.

VMware software virtualizes the hardware for a video adapter, a network adapter, and hard

disk adapters. The host provides pass-through drivers for guest USB, serial, and parallel de-

vices [9].

For my evaluation scenarious in Chapters 3, 4, 5 I use the Xen VMM. Xen [20, 33, 65]

is a free software virtual machine monitor for IA-32, x86-64, IA-64 and PowerPC 970 ar-

chitectures. I use Xen version 3.0.3-rc3-1.2798.f in my evaluations in Linux Kernel release

2.6.18-1.2798.fc6xen. It allows several guest operating systems to be executed on the same

computer hardware at the same time.On most CPUs, Xen uses a form of virtualization known

as paravirtualization, meaning that the guest operating system must be modified to use a spe-

cial hypercall ABI instead of certain architectural features. Through paravirtualization, Xen

can achieve high performance even on its host architecture (x86) which is notoriously unco-

operative with traditional virtualization techniques [10].

Xen also offers better flexibility in extracting useful information when required. Access

to source code enables a better understanding of some of its mechanisms that may be useful
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in creating black box approaches. Possible modification to the hypervisor code may also be

possible to assist in giving us some further fine-grained information for black box inference,

apart from the information readily available from a off the shelf Xen installation.

1.6 Summary of the Work Ahead and its Layout

The formalization mentioned in Section 1.3.2 is specific to the problem statement described

in Ananth Sundararaj’s dissertation [138]. It points out some areas where inference is an

important requirement in the context of adaptation.

However the inference aspect goes far beyond that. In my dissertation I propose many

interesting and useful inference problems and develop novel techniques to solve them. In the

following chapters I look at the following interesting aspects of inference for BSP applications:

• Dynamic Topology and Traffic Matrix inference: In this chapter I investigate how can

we infer the communication behavior of a parallel application, especially its topology

and traffic matrix. This could then be used to adapt the underlying overlay networks

to the topology for faster communication or to map the VMs encapsulating the parallel

application on hosts such that the connecting links have enough residual bandwidth to

accommodate the traffic matrix. [58, 61].

• Absolute Measures of Performance:In this chapter I propose and demonstrate black

box techniques that can provide accurate proxies for the performance of typical BSP

applications. I propose a new metric called the Round-trip Iteration Rate (RIR) and

based on this metric I also propose some more involved representations of of dynamic

performance of an application including the cumulative distribution function (CDF),

Dominant Frequencies etc that could be used for other applications as well such as

dynamic performance mapping under stress, or application fingerprinting.
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• Ball in the Court Methods for Understanding Load Situations: In this chapter I

propose some novel methods using which we can understand the existing performance

scenario of a single BSP application and even figure out how distressed the current ap-

plication is because of local external load, in quantitative terms. These methods help

improve application performance by simulating loads and predicting the change in per-

formance thus greatly enhancing the utility in performance adaptation. I also propose

some metrics that give quantitative estimates of how imbalanced different processes of

a single BSP application are, which could further hint at how to improve the balance by

shifting/adjusting the external loads appropriately.

• Non-BIC metrics to compute overall time decomposition of an application:In this

chapter I further explore techniques that give a clear understanding of where the BSP

application is spending its time, including time spent in the network part of the applica-

tion execution, which I term as the non-BIC (Ball In the Court) delay. Along with the

BIC delays computed in the previous chapter, this gives a fairly good understanding of

any bottlenecks in the application that point to components and resources that are slow-

ing down the whole application. This can be used to further diagnose the root cause and

improve application performance.

In Appendices A and B, I also describe a portion of my work that demonstrate how some

of these inference techniques can actually be used for runtime application performance adap-

tation. I discuss the various mechanisms and algorithms that I have developed in collaboration

with my colleagues that can detect application demands and adapt the application using the

various adaptation mechanisms to improve performance. I have published some of this work

in various reputable conferences as well.
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1.7 Impact

Automated understanding of a distributed application’s behavior, properties and demands can

further the goal of autonomic computing significantly. If we can figure out the needs without

modifying the application or operating system, then a huge set of applications can be trans-

ferred to the autonomic framework of Virtuoso and thus adaptation methods can be leveraged

to boost performance or adapt to resources. Overall, my work can help in drastically lowering

the entry costs for distributed and parallel computing. It will allow those who are not willing

or able to pay the price to write distributed applications in new shared resource or dynamic

environments to deploy these applications with confidence and convenience.

1.7.1 Impact Outside Virtuoso

Most of my techniques are not tied to a particular implementation of a virtual machine, ap-

plications or operating systems. Hence this work could be used in any other virtual envi-

ronment (e.g. softUDC [80] and XenoServer [46]) towards the goal of learning more about

the distributed application, and adapting the application to the resources or vice versa. These

techniques and the need for them is not just applicable to Virtuoso. It’s equally applicable to

other adaptive/autonomic systems that strive to adapt applications automatically. For example,

the SODA [77] and the VIOLIN system [78], developed at Purdue University create virtual

environments for creating and executing on demand applications. They allow custom config-

uration and adaptation of applications and resources. An understanding of the application’s

resource requirements can aid in this process and also help in resource mapping and allocation

for future instances of the same application. Similarly in the context of Grid Computing, the

In-VIGO [13] system, developed at University of Florida provides a distributed environment

where multiple application instances can coexist in virtual or physical resources, such that

clients are unaware of the complexities inherent to grid computing. The resource management
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functionality in In-VIGO [13] is responsible for creating/reserving resources to run the job

based on current available resources. For this it needs to determine the resource specification

for the job(s). Application inference can automate this process instead of relying on intimate

knowledge of the application or input from the user. Moreover, this process is dynamic, i.e.

the resource requirements will be updated as the application demands change, which is more

flexible than taking up static requirements upfront.

The VioCluster [119] project at Purdue University creates a computational resource shar-

ing platform based on borrowing and lending policies amongst different physical domains.

These policies are greatly affected by the nature of the application itself. A tightly coupled

application may not be worthwhile to be spread across multiple physical domains. Thus ap-

plication inference forms an integral part of making any decision towards creating autonomic

resource sharing platforms.

Apart from the motivation of autonomic adaptation above, black box inference techniques

can also be used for application and resource management, dynamic problem detection at

runtime and intrusion detection. For example, detecting blocked states of some processes in a

distributed application can lead to discovery of some serious problems in the infrastructure or

the application itself, that can aid in debugging. Unusual network activity or demands could be

tied to intrusion detection if they deviate from the expectations from the particular distributed

application.
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Chapter 2

Dynamic Runtime Inference of Traffic
Matrix and Topology

An important element of the Virtuoso system is a layer 2 virtual network, VNET [134], which

we initially developed to create the “networking illusion” needed for the first element of the

model. It can “move” a set of virtual machines in a WAN environment to the user’s local

layer 2 domain. VNET also supports arbitrary overlay topologies and routing rules, passive

application and network monitoring, adaptation (based on VM migration and topology/routing

changes), and resource reservation. VNET is described in detail in a previous paper [134].

In Chapter 1 I introduced runtime adaptation for parallel applications. This chapter pro-

poses and describes on one of our first steps toward achieving the last element of the model i.e.

monitoring the application for the purpose of adapting it. The question I address in particular

is: can we monitor, with low overhead and no application or operating system modifications,

the communication traffic of a parallel application running in a set of virtual machines inter-

connected with a virtual network, and compute from it the traffic load matrix and application

communication topology? Results in this chapter demonstrate that this is possible. We have

also integrated the online implementation of our ideas, VTTIF (Virtual Topology and Traffic

Inference Framework), into the VNET system.

I consider here Bulk-Synchronous Parallel [50] (BSP) style applications as introduced in
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Chapter 1. The ultimate motivation behind recovering the spatial and temporal properties of

a parallel application running in a virtual environment is to be able to maximize the parallel

efficiency of the running application by migrating its VMs, changing the topology and routing

rules of the communication network, and taking advantage of underlying network reservations

on the application’s behalf.

A parallel program may employ various communication patterns for its execution. A com-

munication pattern consists of a list of all the message exchanges of a representative processor

during a communication phase. The result of each processor executing its communication

pattern gives us the application topology, such as a mesh, toroid, hypercube, tree, etc, which

is in turn mapped to the underlying network topology [89]. In this chapter, I attempt to infer

the application topology and the costs of its edges, the traffic load matrix, by observing the

low-level traffic entering and leaving each node of the parallel application, which is running

inside of a virtual machine.

It is important to note that application topologies may be arbitrarily complex. Although

our initial results are for BSP-style applications, our techniques can be used with arbitrary

applications, indeed, any application or OS that the virtual machine monitor (I use VMWare

GSX server in this work) can support. However, I do not yet know the effectiveness of our

load matrix and topology inference algorithms for arbitrary applications.

In general, it is difficult for an application developer, or, for that matter, the user of a “dusty

deck” application, to analyze and describe his application at the level of detail needed in order

for a virtual machine distributed computing system to make adaptation decisions on its behalf.

Furthermore, the description may well be time or data dependent or react to the conditions of

the underlying network.

The goal of VTTIF is to provide these descriptions automatically, as the unmodified appli-

cation runs on an unmodified operating system. In conjunction with information from other

monitoring tools, and on the policy constraints, VTTIF information will then be used to sched-
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ule the VMs, migrate them to appropriate hosts, and change the virtual network connecting

them. The adaptation control mechanisms will query VTTIF to understand what, from a com-

munication perspective, the parallel application is attempting to accomplish.

I begin by offline analysis, using traffic logs of parallel applications to develop our three

step monitoring and analysis process. Although this initial work was carried out without the

use of VMs, using PVM applications whose traffic was captured using tcpdump techniques,

it is directly applicable for two reasons. First, VNET interacts with the virtual interfaces of

virtual machines in a manner identical (packet filter on the virtual interface) to how tcpdump

interacts with physical interfaces (packet filter on a physical interface). Second, the physi-

cal machines generate considerably more “noise” than the virtual machines, thus making the

problem harder. In Section 2.1, I describe our three step process and how it is implemented for

physical monitoring. In Section 2.2 I describe a set of synthetic applications and benchmarks

I will use to evaluate VTTIF. In Section A.4, I show the performance results of applying the

process to a wide variety of application topologies and parallel benchmarks.

The results for the offline, physical machine-based were extremely positive, so I designed

and implemented an online process that is integrated with our VNET virtual networking tool.

Section 2.4 describes the design of the online VTTIF tool and provides an initial evaluation of

it. I am able to recover application topologies online for a NAS benchmark running in VMs

and communicating via VNET. The performance overhead of the VTTIF implementation in

VNET is negligible.

In Section 2.7, I conclude by describing our plans for using the VTTIF and other monitor-

ing information for heuristic adaptive control of the VMs and VNET to maximize application

performance.
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2.1 VTTIF and its Offline Implementation

The inference of parallel application communication is based on the analysis of low level

traffic. I first wanted to test whether this approach was practical at all, and, if so, to develop

an initial framework for traffic monitoring, analysis and inference, enabling us to test our

ideas and algorithms. This initial step resulted in an offline process that focused on parallel

programs running on physical hosts. In Section 2.4, I describe how these results have been

extended to an online process that focuses on parallel programs running in virtual machines.

In both our online and offline work, I study PVM [48] applications. Note that the tech-

niques described here are general and are also applicable to other parallel applications such as

MPI programs. I run programs on the nodes of our Virtuoso cluster, which is an IBM e1350

with 32 compute nodes, each of which is a dual 2.2 GHz Intel HT Xeon Processors, 1.5 GB

RAM, and 40 GB of disk. Each node runs Red Hat Linux 9, PVM 3.4.4, and VMWare GSX

Server 2.5. Each VM runs Red Hat Linux 7.3 and PVM 3.4.4. The communication measured

here is via a 100 mbit switched network, specifically a Cisco 3550 48 port switch. The nodes

speak NFS and NIS back to a separate management machine via a separate network.

The VTTIF framework has three stages as shown in Figure 2.1. In the first stage, I monitor

the traffic being sourced and sinked by each process in the parallel program. In the offline

analysis, this is accomplished by using tcpdump on the physical interface with a packet filter

that rejects all but PVM traffic. In the online analysis, I integrate monitoring into our virtual

network tool VNET. VNET does the equivalent of running tcpdump on the virtual interface

of the virtual machine, capturing all traffic. The Virtuoso cluster uses a switched LAN, so the

interface of each node must be monitored separately and the data aggregated. A challenge in

the online system is that it must decide when to start and stop this monitoring.

The second stage of the framework eliminates irrelevant traffic from the aggregated traffic

and integrates the packet header traces captured by tcpdump to produce a traffic matrix,T.



CHAPTER 2. TRAFFIC AND TOPOLOGY INFERENCE 48

Synced Parallel Traffic Monitoring

Traffic Filtering and Matrix Generation

Matrix Analysis and Topology 
Characterization

Figure 2.1: The three stages involved in inferring the topology and traffic load matrix of a
parallel application

ElementTi, j represents the amount of traffic sent from nodei to node j. A challenge in the

online system is to decide when to recompute this matrix.

The final stage of the framework applies inference algorithms to eliminate noise from the

traffic matrix to infer from it the likely application topology. Both the original matrix and the

inferred topology are then returned. The topology is displayed graphically. A challenge in the

online system is to decide when to recompute the topology.

The current offline framework is designed to automate all of the above steps, allowing the

user to run a single command,infer [parallel PVM program] This runs the PVM pro-

gram mentioned in the argument, monitors it for its entire execution, completes the remaining

steps of the framework, and prints the matrix and displays the topology. The framework is

implemented as a set of Perl scripts, as described below.

Monitor This script is responsible for synchronized traffic monitoring on all the physical

hosts, running the parallel program, and storing the packet header traces to files. The script

also reads a configuration file that describes the set of hosts on which monitoring is to be done.
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It runs tcpdump on each of the hosts. It then executes the parallel program and waits for it to

finish. Each tcpdump stores its packet header trace output into a file named by the hostname,

the date, and the time of execution. Hence, each execution produces a group of related packet

header trace files.

Generate This script parses, filters and analyzes the packet header traces to generate a traffic

matrix for the given hosts. It sums the packets sizes between each pair of hosts, filtering out

irrelevant packets. Filtering is done according to the following criteria:

• Type of packet. Packets which are known not to be a part of the parallel program com-

munication, like ARP, X11, ssh, etc, are discarded. This filtering has only a modest

effect in the Virtuoso cluster because there is little extra traffic. However, in the future,

we may want to run parallel programs in a wide area environment or one shared with

many other network applications, where filtering and extracting the relevant traffic may

pose extra challenges.

• The source and destination hosts involved in the packet transmission. We are only inter-

ested traffic among a specific group of hosts.

The matrix is emitted in a single file.

Infer This script infers the application topology from the traffic matrix file. In effect, topol-

ogy inference amounts to taking the potentially “noisy” graph described by the traffic matrix

and eliminating edges that are unlikely to be significant. The script also outputs a version of

the topology that is designed to be viewed by the algorithm animation system Samba [130].

For inferring the topology, various algorithms are possible. One method is to prune all matrix

entries below a certain threshold. More complex algorithms could employ pattern detection

techniques to choose an archetype topology that the traffic matrix is most similar to. For the
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results I show, topology inference is done using a matrix normalization and simple edge prun-

ing technique. The pseudo-code description of the algorithm is:

InferTopology(trafficmatrix T,pruningthresholdbmin)

{
bmax←max(Ti, j) ∀i, j

G← /0

foreach(Ti, j )

{
r i, j ← Ti, j/bmax

if (r i, j ≥ bmin)

{
add edge(i,j) to G

}
}
return G

}

In effect, if the maximum bandwidth entry in T isbmax, then if ratio of any edge value (Ti, j ) to

bmax is below a certain thresholdbmin, then the edge is pruned. The value ofbmin determines

the sensitivity of topology inference.

Visualization makes it very convenient to quickly understand the topology used by the

parallel program. By default, we have Samba draw each topology with the nodes laid out in a

circle, as this is versatile for a variety of different topologies. However, there is an option to

pass a custom graph layout. An automated layout tool such as Dot could also be used.

Figure 2.2 shows an example of the final output for the program PVM POV, a parallel ray
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Figure 2.2: An example of the final output of the Topology Inference Framework for the
PVM-POV application. The PVM-POV application runs on four hosts.

tracer, running on four hosts. The thickness of an edge indicates the amount of traffic for that

particular run. Each host is represented by a different color and color of the edge represents

the source host for the edge traffic.

2.2 Workloads for VTTIF

To test our ideas, I first needed some actual parallel applications to measure. I created and

collected the following applications.

• Patterns: This is a synthetic workload generator, which I described earlier in Chapter 1.

It can execute many different kinds of topologies common in BSP parallel programs. I

use this extensively to test our framework.

• NAS Parallel Benchmarks: I use the PVM implementation of the NAS benchmarks [18]

IS, MG, FT, and EP as developed by Sundaram, et al [149].
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• PVM POV: PVM version of the popular ray tracer POVRAY. The PVM version gives it

the ability to distribute a rendering across multiple heterogeneous systems. [36].

Except for patterns, these are all well known benchmark programs.

2.3 Evaluation of Offline VTTIF

I evaluated our offline inference framework with the various parallel benchmarks described

in the previous section. Figure 2.3 shows the inferred application topologies of various pat-

terns benchmark runs, as detected by our offline framework. These results suggest that there

is indeed considerable promise in traffic-based topology inference: parallel program commu-

nication behavior can be inferred without any knowledge of the parallel application itself. Of

course, more complex filtering processes may need to be used for more complex applications

and complex network environments where parallel application traffic is just a part of the net-

work traffic.

I also ran the application benchmarks described earlier in Chapter 1. These results are also

promising. Figure 2.4 shows a representative, the traffic matrix for an execution of the Integer

Sort (IS) NAS kernel benchmark on 8 physical hosts, with the corresponding topology shown

in Figure 2.5. The topology resembles an all-to-all communication, but the thickness of the

edges vary indicating that the bandwidth requirements vary depending on the host pairs. A

closer look at the traffic matrix reveals thathost1 receives data in the range of 20 MB from each

of the other hosts, indicating that this is a communication intensive benchmark. Other hosts

host2 to host8 transfer data of' 10−11 MB with each other, almost half of that exchanged

with host1.

Notice that this information could be used to boost the performance of the IS benchmark

if it were running in our VM computing model. Ideally, we would move the VMhost1 to a

host with relatively high bandwidth links and reconfigure the virtual network with appropriate
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virtual routes over the physical network [123]. Such decisions need to be dynamic, as the

properties of a physical network vary [158]. Without any intervention by the application

developer or knowledge of the parallel application itself, it is feasible to infer the spatial and

temporal [37] properties of the parallel application. Equipped with this knowledge, we can

use VM checkpointing and migration along with VNET’s virtual networking capabilities to

create a efficient network and host environment for the application.
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tree-reduction 3x3 2D Mesh

3x2x3 3D toroid all-to-all

3D hypercube

Figure 2.3: The communication topologies inferred by the framework from the patterns bench-
mark. It shows the inferred tree-reduction, 3x3 2D Mesh, 3x2x3 3D toroid, all-to-all for 6
hosts and 3D hypercube topologies.
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h1 h2 h3 h4 h5 h6 h7 h8

h1 19.0 19.6 19.2 19.6 18.8 13.7 19.3

h2 22.6 10.7 10.8 10.7 10.9 9.7 10.5

h3 22.2 8.78 11.2 10.4 10.1 10.5 10.5

h4 22.4 8.9 9.5 11.1 10.8 10.6 10.2

h5 22.3 10.0 9.51 9.72 11.7 10.9 11.9

h6 24.0 8.9 10.7 9.9 10.8 12.2 12.1

h7 23.2 10.0 9.7 9.5 10.3 10.2 12.0

h8 24.9 11.2 11.0 11.8 11.5 11.2 10.7

*numbers indicate MB of data trans ferred.

h1 h2 h3 h4 h5 h6 h7 h8

h1 19.0 19.6 19.2 19.6 18.8 13.7 19.3

h2 22.6 10.7 10.8 10.7 10.9 9.7 10.5

h3 22.2 8.78 11.2 10.4 10.1 10.5 10.5

h4 22.4 8.9 9.5 11.1 10.8 10.6 10.2

h5 22.3 10.0 9.51 9.72 11.7 10.9 11.9

h6 24.0 8.9 10.7 9.9 10.8 12.2 12.1

h7 23.2 10.0 9.7 9.5 10.3 10.2 12.0

h8 24.9 11.2 11.0 11.8 11.5 11.2 10.7

*numbers indicate MB of data trans ferred.

h1h1 h2h2 h3h3 h4h4 h5h5 h6h6 h7h7 h8h8

h1h1 19.019.0 19.619.6 19.219.2 19.619.6 18.818.8 13.713.7 19.319.3

h2h2 22.622.6 10.710.7 10.810.8 10.710.7 10.910.9 9.79.7 10.510.5

h3h3 22.222.2 8.788.78 11.211.2 10.410.4 10.110.1 10.510.5 10.510.5

h4h4 22.422.4 8.98.9 9.59.5 11.111.1 10.810.8 10.610.6 10.210.2

h5h5 22.322.3 10.010.0 9.519.51 9.729.72 11.711.7 10.910.9 11.911.9

h6h6 24.024.0 8.98.9 10.710.7 9.99.9 10.810.8 12.212.2 12.112.1

h7h7 23.223.2 10.010.0 9.79.7 9.59.5 10.310.3 10.210.2 12.012.0

h8h8 24.924.9 11.211.2 11.011.0 11.811.8 11.511.5 11.211.2 10.710.7

*numbers indicate MB of data trans ferred.*numbers indicate MB of data trans ferred.

Figure 2.4: The traffic matrix for the NAS IS kernel benchmark on 8 hosts.

Figure 2.5: The inferred topology for the NAS IS kernel benchmark
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2.4 Online VTTIF

After working with offline parallel program topology inference on the physical hosts, the

next step was to develop an online framework for a virtual machine environment. I extended

VNET [134], our virtual networking tool, to include support for traffic analysis and topology

inference. VNET allows the creation of layer 2 virtual networks interconnecting VMs distrib-

uted over an underlying TCP/IP networking infrastructure. A VNET daemon manages all the

network traffic of the VMs running on its host, and thus is an excellent place to observe the

application’s network traffic. All traffic monitoring is done at layer 2, providing flexibility in

analyzing and filtering the traffic at many layers.

Due to a networking issue with the Virtuoso cluster, the work in the section was done on

a slower cluster consisting of dual 1 GHz Pentium III processors with 1 GB of RAM and

30 GB hard disks. I used a switched 100 mbit network connecting the machines. As before

VMWare GSX Server 2.5 was used, except here it was run on Red Hat Linux 7.3. The VMs

were identical. A Dell PowerEdge 4400 (dual 1 GHz Xeon, 2 GB, 240 GB RAID) running

Red Hat 7.1 was used as the VNET proxy machine.

2.4.1 Observing Traffic Phenomena of Interest: Reactive and Proactive
Mechanisms

VMs can run for long periods of time, but their traffic may change dramatically over time as

they run multiple applications in parallel or serially. In the offline VTTIF, monitoring and

aggregation are triggered manually while running the parallel application. This is not possible

in an online design. The online VTTIF needs a mechanism to detect and capture traffic patterns

of interest, reacting automatically to interesting changes in the communication behavior of

the VMs. It must switch between active states, when it is accumulating data and computing

topologies, and passive states, when it is waiting for traffic to intensify or otherwise become

relevant. Ideally, VTTIF would have appropriate information available whenever a scheduling
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agent requests it.

I have implemented two mechanisms for detecting interesting dynamic changes in com-

munication behavior: reactive and proactive. In the reactive mechanism, VTTIF itself alerts

the scheduling agent when it detects certain pre-specified changes in communication. For ex-

ample, in the current implementation, VTTIF monitors the rate of traffic for all flows passing

through it and starts aggregating traffic information whenever the rate crosses a threshold. If

this rate is sustained, then VTTIF can alert the scheduling agent about this interesting behavior

along with conveying its local traffic matrix.

In the proactive mechanism, VTTIF allows an external agent to make traffic-related queries

such as:what is traffic matrix for the last 512 seconds?VTTIF stores sufficient history

to answer various queries of interest, but it does not alert the scheduling agent, unlike the

reactive mechanism. The agent querying traffic information can determine its own policy,

for example polling periodically to detect any traffic phenomena of interest and thus making

appropriate scheduling, migration and network routing decisions to boost parallel application

performance. Figure 2.6 shows the high level view of the VNET-VTTIF architecture. The VM

and overlay network scheduling agent may be located outside the VM-side VNET daemon,

and all relevant information can conveyed to it so that it can make appropriate scheduling

decisions.

2.4.2 Implementation

I extended VNET so that each incoming and outgoing Ethernet packet passes through a packet

analyzer module. This function parses the packet into protocol headers (Ethernet, IP, TCP) and

can filter it if it is irrelevant. Currently all non-IP packets are filtered out—additional filtering

mechanisms can be installed here. Packets that are accepted are aggregated into a local traffic

matrix. Specifically, for each flow, a row and column of the matrix are determined in this way.

The matrix is stored in a specialized module TrafficMatrix. TrafficMatrix is invoked on every



CHAPTER 2. TRAFFIC AND TOPOLOGY INFERENCE 58

Traffic Analyzer

Rate based 
Change detection

Traffic Matrix
Query Module

VM Network Scheduling Agent

VNET daemon

VM

VNET overlay 
network

To other VNET 
daemons

Physical Host

TrafficMatrix

Figure 2.6: The VNET-VTTIF topology inference architecture. VTTIF provides both reactive
and proactive services for the scheduling agent.

packet arrival.

Reactive mechanism The TrafficMatrix module does non-uniform discrete event sampling

for each source/destination VM pair to infer the traffic rate between the pair. The func-

tioning of rate_threshold mechanism is illustrated in Figure 2.7. It takes two parame-

ters: byte_threshold andtime_bound. Traffic is said to cross therate_threshold, if

for a particular VM pair,byte_threshold bytes of traffic is transmitted in a time less than

time_bound. This is detected by time-stamping the packet arrival event whenever the num-

ber of transmitted bytes for a pair exceeds a integral multiple ofbyte_threshold. If two

successive time-stamps are less thantime_bound, this indicates ourrate_threshold re-

quirement has been met. Once a pair crosses therate_threshold, TrafficMatrix starts

accumulating traffic information for all the pairs. Before therate_threshold is crossed,
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Figure 2.7: The rate-threshold detection based reactive mechanism in VNET-VTTIF. When-
ever two successive byte thresholds are exceeded within a time bound, the accumulation of
traffic is triggered.

TrafficMatrix doesn’t accumulate any information, i.e. it is a memoryless system. After the

rate_threshold is crossed, TrafficMatrix alerts the scheduling agent in two situations. First,

if the high traffic rate is sustained up to timetmax, then it sends all its traffic matrix informa-

tion to the scheduling agent. In other words, TrafficMatrix informs the scheduling agent if

an interesting communication behavior persists for a long enough period of time. The second

situation is if the rate falls below the threshold and remains there for more thantwait seconds,

in which case TrafficMatrix alerts the scheduling agent that the application has gone quiet.

Figure 2.8 illustrates the operation of the reactive mechanism in flowchart form.

Proactive mechanism The proactive mechanism allows an external agent to pose queries

to VTTIF and then take decisions based on its own policy. VTTIF is responsible solely for

providing the answers to useful queries. TrafficMatrix maintains a history for all pairs it is

aware in order to answer queries of the following form: What is the traffic matrix over the last

n seconds? To do so, it maintains a circular buffer for all pairs in which each entry corresponds
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Packet received from TCP 
connection or Ethernet interface

Analyze the Ethernet packet Skip analysis part

Extract IP  information and add
to TRAFFIC_MATRIX data structure

Detect tra ffic rate for this 
particular src-dest pair

Start accumulating tra ffic for a ll links

Do not accumulate tra ffic in the
traffic matrix

After t_waittime seconds, pack local
traffic matrix and transfer to the 

PROXY VNET

After t_maxtime seconds,  pack local
traffic matrix and send to the 

PROXY VNET

Non IP Packet ?

IP Packet ?

current_rate < rate_threshold ?

current_rate >= rate_threshold ?

Rate sustained ?

Rate falls below 
rate_threshold ?

Filtering of traffic 
can be added here

Figure 2.8: The steps taken in the VM-side VNET daemon for the reactive mechanism.

to the number of bytes transferred in a particular second. As every packet transmission is

reported to TrafficMatrix, it updates the circular buffer for the particular pair. To answer the

query, the lastn entries are summed up, up to the size of the buffer.

The space requirements for storing the state history needs some consideration. The space

requirements depends on the maximum value ofn. For each pair,4n bytes are needed for the

circular buffer. If there arem VMs, then the total space allocation is4nm2. For n = 3600

(1 hour) andm = 16 VMs, the worst case total space requirement is 3.7 Mbytes. A sparse

matrix representation could considerably reduce this cost and thus the communication cost in

answering the queries.
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2.4.3 Aggregation

Aggregation of traffic matrices from the various VNET daemons provides a global view of the

communication behavior exhibited by the VMs. Currently, I aggregate the locally collected

traffic matrices to a global, centralized matrix that is stored on the VNET proxy daemon, which

is responsible for managing the virtual overlay network in VNET. I use a push mechanism—

the VNET daemons decide when to send their traffic matrix based on their reactive mechanism.

A pull mechanism could also be provided, in which the proxy would request traffic matrices

when they are needed based on queries.

The storage analysis of the previous sections assumes that we will collect a complete copy

of the global traffic matrix on each VNET daemon—in other words, that we will follow the

reduction to the proxy VNET daemon with a broadcast to the other VNET daemons. This is

desirable so that the daemons can make independent decisions. However, if we desire only a

single global copy of the whole matrix, or a distributed matrix, the storage and computation

costs will scale with the number of VMs hosted on the VNET daemon.

Scalability is an issue in larger instances of the VM-based distributed environment. Many

possibilities exist for decreasing the computation, communication and storage costs of VTTIF.

One optimization would be to maintain a distributed traffic matrix. Another would be to

implement reduction and broadcast using a hierarchical structure, tuned to the performance

of the underlying network as in ECO [96]. Fault tolerance is also a concern that needs to be

addressed.

2.4.4 Performance Overhead

Based on our measurements, VTTIF has minimal impact on bandwidth and latency. I consid-

ered communication between two VMs in our cluster, measuring round-trip latency with ping

and bandwidth with ttcp. Figure 2.9 compares the latency between the VMs for three cases:
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Method Average STDEV Min Max
Direct 0.529 ms 0.026 ms 0.483 ms 0.666 ms
VNET 1.563 ms 0.222 ms 1.277 ms 2.177 ms
VNET-VTTIF 1.492 ms 0.198 ms 1.269 ms 2.218 ms

Figure 2.9: Latency comparison between VTTIF and other cases

Method Throughput
Direct 11485.75 KB/sec
VNET 8231.82 KB/sec
VNET-VTTIF 7895.06 KB/sec

Figure 2.10: Throughput comparison between VTTIF and other cases

• Direct communication. Here VNET is not involved. The machines communicate lo-

cally using VMWare’s bridged networking. This measures the maximum performance

achievable between the hosts, without any network virtualization.

• VNET. Here I use VNET to proxy the VMs to a different network through the Pow-

erEdge 4400. This shows the overhead of network virtualization. Note that I am using

an initial version of VNET here without any performance enhancements running on a

stock kernel. I continue to work to make VNET itself faster.

• VNET-VTTIF. This case is identical to VNET except that I am monitoring the traffic

using VTTIF.

There is no significant difference between the latency of VNET and VNET-VTTIF.

Figure 2.10 shows the effect on throughput for the three cases enumerated above. These

tests were run using ttcp with a 200K socket buffer, and 8K writes. The overhead of VNET-

VTTIF compared to VNET is a mere 4.1%.
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Figure 2.11: The PVM IS benchmark running on 4 VM hosts as inferred by VNET-VTTIF

2.4.5 Online VTTIF in Action

Here I show results of running a parallel program in the online VNET-VTTIF system. I use

the NAS Integer Sort (IS) benchmark for illustration because of its interesting communication

pattern and traffic matrices. I executed NAS IS on 4 VMs interconnected with VNET-VTTIF.

Here, the Virtuoso cluster, as used in the offline work, was employed. The rate-based reactive

mechanism was used to intelligently trigger aggregation mechanisms on detecting traffic flow

from the benchmark. When the benchmark finished executing, the traffic matrix was automat-

ically aggregated at the VNET proxy. For comparison, I also executed the same benchmark

with on 4 physical hosts and analyzed the traffic using the offline method.

Figures A.4 and 2.12 show the topology and traffic matrix as inferred by the online system.

Figure 2.13 shows the matrix inferred from the physical hosts using the offline method. The

topology for the offline method is identical to that for the offline method and is not shown.
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h1 h2 h3 h4

h1 7.7 7.6 7.8

h2 13.1 6.6 6.5

h3 13.5 6.4 6.6

h4 13.2 6.5 6.5

*numbers indicate MB o f data transferred.

h1 h2 h3 h4

h1 7.7 7.6 7.8

h2 13.1 6.6 6.5

h3 13.5 6.4 6.6

h4 13.2 6.5 6.5

*numbers indicate MB o f data transferred.

h1h1 h2h2 h3h3 h4h4

h1h1 7.77.7 7.67.6 7.87.8

h2h2 13.113.1 6.66.6 6.56.5

h3h3 13.513.5 6.46.4 6.66.6

h4h4 13.213.2 6.56.5 6.56.5

*numbers indicate MB o f data transferred.*numbers indicate MB o f data transferred.

Figure 2.12: The PVM IS benchmark traffic matrix as inferred by VNET-VTTIF

h1 h2 h3 h4

h1 5.1 5.0 5.0

h2 4.5 4.3 3.8

h3 4.7 3.9 3.8

h4 4.5 3.9 3.9

*numbers indicate MB o f data transferred.

h1 h2 h3 h4

h1 5.1 5.0 5.0

h2 4.5 4.3 3.8

h3 4.7 3.9 3.8

h4 4.5 3.9 3.9

*numbers indicate MB o f data transferred.

h1h1 h2h2 h3h3 h4h4

h1h1 5.15.1 5.05.0 5.05.0

h2h2 4.54.5 4.34.3 3.83.8

h3h3 4.74.7 3.93.9 3.83.8

h4h4 4.54.5 3.93.9 3.93.9

*numbers indicate MB o f data transferred.*numbers indicate MB o f data transferred.

Figure 2.13: The PVM IS benchmark traffic matrix running on physical hosts and inferred
using the offline method.

There are some differences between the online and offline traffic matrices. This can be at-

tributed to two factors. First, the byte count in VNET-VTTIF includes the size of the entire

ethernet packet whereas in the offline method, only the TCP payload size is taken into account.

Second, tcpdump, as used in the offline method, is configured to allow packet drops by the

kernel packet filter. In the online method, VNET’s packet filter is configured not to allow this.

Hence, the offline method is seeing a random sampling of packets while the online method is

seeing all of the packets.

The main point here is that the online method (VNET-VTTIF) can effectively infer the
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1. Fast updates
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Traffic Matrix
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Topology change output

Figure 2.14: An overview of the dynamic topology inference mechanism in VTTIF.

application topology and traffic matrix for a BSP parallel program running in a collection of

VMs.

2.5 Dynamic Traffic Conditions

In previous sections I discussed how VTTIF can be used to recover topologies under largely

static conditions where the topology behavior of the application may not change abruptly with

time. However in practice, the communication behavior does change, especially for more

complex BSP applications which may consist of multiple phases during the entire execution

of the application. Thus decisions made at one stage may become invalid and a new adaptation

strategy based on the new topology may be needed as per the dynamic run time behavior.

Figure 2.14 illustrates the overall operation of VTTIF under dynamic conditions.

Operation of VTTIF under highly dynamic conditions VTTIF runs continuously, updat-

ing its view of the topology and traffic load matrix among a collection of Ethernet addresses

being supported by VNET. However, in the face of dynamic changes, natural questions arise:
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Figure 2.15: VTTIF is well damped.

How fast can VTTIF react to topology change? If the topology is changing faster than VT-

TIF can react, will it oscillate or provide a damped view of the different topologies? VTTIF

also depends on certain configuration parameters which affect its decision whether the topol-

ogy has changed. How sensitive is VTTIF to the choice of configuration parameters in its

inference algorithm?

The reaction time of VTTIF depends on the rate of updates from the individual VNET

daemons. A fastupdate rateimposes network overhead but allows a finer time granularity

over which topology changes can be detected. In our current implementation, at the fastest,

these updates arrive at a rate of 20 Hz. At the central VNET deamon, VTTIF then aggregates

the updates into a global traffic matrix. To provide a stable view of dynamic changes, it applies

a low pass filter to the updates, aggregating the updates over a sliding window and basing its

decisions upon this aggregated view.

Whether VTTIF reacts to an update by declaring that the topology has changed depends

on thesmoothing intervaland thedetection threshold. The smoothing interval is the slid-

ing window duration over which the updates are aggregated. This parameter depends on the

adaptation time of VNET, which is measured at startup, and determines how long a change
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Figure 2.16: VTTIF is largely insensitive to the detection threshold.

must persist before VTTIF notices. The detection threshold determines if the change in the

aggregated global traffic matrix is large enough to declare a change in topology. After VTTIF

determines that a topology has changed, it will take some time for it to settle, showing no

further topology changes. The best case settle time that I have measured is one second, on par

with the adaptation mechanisms.

Given an update rate, smoothing interval, and detection threshold, there is a maximum

rate of topology change that VTTIF can keep up with. Beyond this rate, I have designed

VTTIF to stop reacting, settling into a topology that is a union of all the topologies that are

unfolding in the network. Figure 2.15 shows the reaction rate of VTTIF as a function of the

topology change rate and shows that it is indeed well damped. Here, I are using two separate

topologies and switching rapidly between them. When this topology change rate exceeds

VTTIF’s configured rate, the reported change rate settles and declines. The knee of the curve

depends on the choice of smoothing interval and update rate, with the best case being∼1

second. Up to this limit, the rate and interval set the knee according to the Nyquist criterion.

VTTIF is largely insensitive to the choice of detection threshold, as shown in Figure 2.16.

However, this parameter does determine the extent to which similar topologies can be dis-
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tinguished. Note that appropriate settings of the VTTIF parameters are determined by the

adaptation mechanisms, not theapplication.

2.6 Using VTTIF-based Inference for Performance Adapta-
tion

Inference work from this chapter has been widely used in some of my work in the area of auto-

mated runtime performance adaptation, that I have done in the past with my colleagues. This

work is described in Appendices A and B. The work described in Appendix A(Increasing

Application Performance In Virtual Environments through Run-time Inference and Adapta-

tion [135, 139]) shows how to use the continually inferred application topology and traffic to

dynamically control three mechanisms of adaptation, VM migration, overlay topology, and

forwarding to significantly increase the performance of two classes of applications, bulk syn-

chronous parallel applications and transactional web ecommerce applications.

The work in Appendix B (Free Network Measurement For Adaptive Virtualized Distrib-

uted Computing [61]) demonstrates the feasibility of free automatic network measurement by

fusing the Wren passive monitoring [155] and analysis system with Virtuoso’s virtual net-

working system. We explain how Wren has been extended to support online analysis, and

we explain how Virtuoso’s adaptation algorithms have been enhanced to use Wren’s physical

network level information to choose VM-to-host mappings, overlay topology, and forwarding

rules.

These projects serve as great evidence of the utility of black box inference and how proper-

ties derived from such inference can guide the application of runtime adaptation for improved

performance of applications without any manual intervention or specific knowledge of the

application.
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2.7 Conclusions and Future Work

In this chapter I demonstrated that it is feasible to infer the topology and traffic matrix of a

bulk synchronous parallel application running in a virtual machine-based distributed comput-

ing environment by observing the network traffic each VM sends and receives. I have also

designed and implemented an online framework (VTTIF) for automated inference in such an

environment. This monitoring can be piggy-backed, with very low overhead, on existing,

necessary infrastructure that establishes and optimizes network connectivity for the VMs.
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Chapter 3

Black Box Measures of Absolute
Performance

The performance of a BSP application is a major concern in my scenarios. Much research has

been conducted to identify ways of improving BSP application performance by both modifi-

cation of the application itself via algorithms, profiling etc and the external environment. For

example our earlier work of virtual runtime adaptation of a BSP application has the perfor-

mance of the application specifically as the objective parameter to optimize.

However this goal can be very difficult to achieve in general if there is no way to mea-

sure the performance of the application itself. Some questions that arise are: What is the

metric of performance? How do we measure it? Is it possible estimate performance without

having any specific knowledge or modification of the application? Affirmative solutions to

these questions would be powerful tools for adaptation, because now the adaptation mecha-

nisms and algorithms could actually ascertain the results of their decisions and quantify the

effectiveness of any adaptation decisions taken. Apart from predicting run-times and judging

the effectiveness of the algorithms. Thus it could be used to further improve the adaptation

mechanisms and algorithms themselves by understanding over time what decisions result in

increased performance and slowly incorporating them in a learning system.

For example, my colleagues Bin Lin and Ananth Sundararaj have developed a system [93]
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that takes as input a target execution rate for each application, and automatically and contin-

uously adjusts the applications’ realtime schedules to achieve those rates with proportional

CPU utilization. However currently the execution rate is explicitly provided by the applica-

tion. Being able to derive the execution rate without application modification would boost the

utility of the system.

This chapter shows that these questions can indeed be answered in the affirmative-thus

resulting in a black box understanding of BSP application performance.

The specific contributions in this chapter include the following:

1. An understanding of the correlation between network traffic and inter-process interac-

tions in a BSP application/

2. A definition of an absolute measure of application performance and a set of ways of

measuring it.

3. A sampling theory based approach to dealing with dynamic situations where application

performance is variable.

4. The application of frequency domain analysis to get an even greater insight into the

application including macro phase-structure of the BSP application.

5. A potentially useful way to fingerprint BSP applications and match similar processes

in a network without any internal knowledge. This knowledge can be leveraged in

scheduling decisions or classifying applications.

3.1 Measures of BSP Application Performance

BSP application performance has been always been a major concern while designing, imple-

menting and deploying parallel applications. The primary purpose of a BSP application itself
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is to split the work to speed up the execution, hence it’s natural that speed is a major concern.

In this section we examine how the performance of BSP applications is usually quantified.

A BSP application typically consists of a sequence of supersteps. As described in [72],

each super-step can decomposed into three phases. The computation phase where computation

is done on the data held locally. Secondly the communication phase where the processors

communicate with each other. Thirdly, the synchronization phase where all processors sync

with each other signalling the end of the superstep.

3.1.1 Cost model for BSP Applications

There have been various ways to talk about BSP application performance. One popular way

is to break each application super-step into its constituent parts:

1. The computational cost of the superstep

2. Communication cost of the global exchange of the data

3. Synchronization cost

The total execution cost then be computed by combing the costs of these individual con-

stituent parts. From [72], the cost can be expressed as the expression:

ExecutionTime= (α+βg+ γl)/s (3.1)

Here γ is the number of super-steps,α is the total cost of computation over all super-

steps andβ is the total communication cost. There are the application dependent costs. The

other three parameters depend on the environment and architecture. Heres is the speed of

computation in flops,l is the sync latency cost in units ofsandg indicates the communication

cost for all processors to do so simultaneously.
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This is a brief summary of the cost model, and more detail is discussed in calculating

more intricate parameters likeg in the cited literature. However the gist is the breakdown of

the application performance into its constituent parts.

3.1.2 Super-step or Iteration Rate

One important property of the BSP application is its breakdown into a sequence of super-steps.

For example, Figure 3.1 shows how the Multi-Grid (MG) application from the NAS bench-

marks consists of several phases consisting of communication and computation. Typically

for a given application, the super-step structure is an invariant, though the actual number of

steps may vary depending on input data and parameters. So one possible way to talk about

BSP application performance is the number of super-steps executed per second for example.

This can sometimes be also called the iteration rate - if the BSP application is a simple loop

consisting of a computation and communication phase, then the number of iterations executed

per second can serve an indicator of performance. If the total number of iterations is known

in advance, then the total execution time of the application can also be determined. This is a

simpler approach than the cost model of BSP outlined previously.

In practice, however for complex, BSP applications like MG, owing to various phases

of the application, the number of super-steps executed per second is highly variable, thus

making it difficult to output a single measure of performance. This dynamic nature needs

to be incorporated into the performance metric somehow to enable an accurate comparison

between different executions of the same application.

3.2 Determining Performance in a Black Box Scenario

Now the question that arises is that in what way can we quantify the performance of a BSP

application, without actually having any knowledge of the application itself? The goal is to be

able to measure some rate of execution of the application, that can then be used to determine
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Figure 3.1: The super-step structure of the MG application
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the total execution time of the application or to compare the performance of the application

running under different instances.

One possible way is to determine the parameters presented in Equation 3.1 and then com-

pute the total execution cost. However Equation 3.1 is a fairly intricate model and it’s not

clear if its even possible to determine these parameters. Determining the total number of

super-steps of an unknown application, the synchronization cost and the abstract communi-

cation cost per super-step seems very difficult without actually profiling the application and

having some knowledge about it. Then there are the architecture dependent parameters that

must be determined separately. These complications make a black box approach difficult.

In my experiments with the BSP applications, I have discovered and investigated a novel

approach to provide some metrics for application performance. My methodology for deter-

mining black box performance takes a super-step or iteration based approach. However in a

black box mode, its extremely difficult to identify the super-steps of a BSP application. More-

over, for more complex BSP applications like the NAS benchmarks, the super-step structure

can be complex as in Figure 3.1. Hence the number of super-steps executed per second itself

can be highly dynamic. Thus a distribution or a more intricate approach is needed to quantify

the performance of these applications in usable terms.

Instead of directly working with the super-steps inside the application, I define a new met-

ric calledRTT iteration rate(abbreviated asRIR) that is based on the communication behavior

of the BSP application. RIR is directly correlated to the iteration rate of the application or the

number of super-steps executed per second, so it acts as a good proxy for performance. This

metric is based on the fact that multiple processes interact with each other in a BSP application

to carry out a task co-operatively. It is correlated to the number of interactions the processes

have each other. To better explain the background behind this metric I provide some insight

into some application behavior in the next section and the intuition behind this metric. Then I

define this metric in Section 3.4.
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An Evaluation Note: As mentioned in Chapter 1, I have used both VMware and Xen

VMMs for evaluation. From this chapter onwards, I will be using Xen as the VMM for

reasons mentioned earlier.

3.3 A Look at the Traffic of a Simple BSP Application

In my initial investigation into identifying ways of measuring BSP application performance,

I tried looking at the various traces available to me from various tools. These tools include

XenMon [62, 63], XenTop [11], tcpdump [8] etc. When examining the tcpdump traces espe-

cially from the communication between the BSP processes, I examined various properties of

the trace. One particular property, theinter-send packet delayexhibits interesting properties.

I plotted the distribution of the delays between successive sends from one of the processes

to others. Figure 3.2(a) plots the distribution of inter send-packet delays for a simple instance

of the Patterns benchmark. The Pattern benchmark was run inside a Xen VM on 2 separate

hosts, with a per iteration message size of 4000 bytes and computation per iteration of 100

MFlops. As mentioned earlier, Patterns runs a simple iteration loop with a computation phase

followed the communication phase. As the figure shows, the inter send-packet delay exhibits

strong clustering behavior around different delays. After examination of the trace, the expla-

nation of the clusters is intuitive. The clusters actually belong to two phenomenon: the first

one being the inter send-packet delay for the packets belonging to a single message being

pumped out of the host and the second cluster corresponds to the delay involved when inter-

process interaction is involved. At the end of each iteration, there is computation and a receive

phase or vice versa depending on the process. So it atleast involves a round-trip plus other

dynamics including computation time, which is exhibited by the second cluster. This behavior

gives a hint that we can derive some useful properties about the application by observing its

inter send-packet delay properties.

The second and the more interesting part of this observation is counting the number of
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Figure 3.2: This figure shows the inter send-packet delay varies for the simple Patterns bench-
mark. For the relatively simplistic benchmark, the delay clusters into two groups. The duration
of time is 1 second.
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members of the second cluster. The Patterns program is configured to output a report at the

end of execution where it outputs various statistics that are profiled during its execution. When

we look at the iteration rate for this instance, the number of iterations reported per second on

the average are 325.493. The total time of the run was 9.2 seconds, with 4.55 seconds going

to computation and rest going to doing communication or blocking. Now when we count

the number of items in second cluster, they come out be exactly 325, which is actually the

true iteration rate of the application. For this simple case, we were actually able to determine

the internal iteration rate using black box means! And it gives us some interesting insight

into how the inter send-packet behavior can be leveraged to measure and indicate application

performance.

Figure 3.2(b) shows the same graph but for a much larger message size of 40,000 bytes per

iteration. Here we see that the delay actually splits into more than 2 clusters. On examining

the trace, the middle cluster is found to correspond to the round trip delay involved when

the sender is waiting for the acknowledgement before sending more packets belonging to the

current message. This may be due to either congestion or flow control mechanisms of TCP.

The last cluster is found to correspond to the inter-process interaction phase where receiving,

computation and other dynamics are involved. Again, the average iteration rate per second

reported by the program itself is 106.57. The number of items in the last cluster are 107. Thus

again, with a bit more diligence (because of the extra clusters involved), we can infer the true

iteration rate of this relatively simple BSP benchmark.

What the above discussion shows is the promise of this approach to glean some perfor-

mance behavior of the application with significant accuracy. Intuitively, the fact that processes

need to interact with each other in a BSP application is leveraged quite nicely and cleanly

when the inter send-packet delay is examined.

Figure 3.3 shows what happens to this behavior when the same application is run under

different conditions. Figure 3.3(a) shows the delay distribution when the Patterns benchmark
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Figure 3.3: This figure shows the effect of external load on the inter send-packet delay. The
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for inter-process interaction. The duration of time is 1 second.
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with the parameters shown, is run without any load. The last cluster accurately infers the

iteration rate to be 569 iterations per second, where the actual reported number is 567.75. The

total runtime of the application was 17.5947 seconds, with 2.15 seconds going to computation.

Figure 3.3(b) shows the same graph, however one of the hosts is stressed by another Xen

Guest VM that is running a very compute intensive process that is basically doing infinite

computation. Under normal circumstances it soaks up 100% of the CPU. Here we see three

distinct clusters. Counting the last two clusters, we get a count of 153. The actual reported

iteration rate per second by the application is 142.27. The actual runtime of the application

was around 69 seconds. The ratio of the execution time for the application under and without

external load is thus69/17.59= 3.922. The ratio of the reported iteration rate is 3.72. Thus

the performance indicator derived from the send behavior is actually quite close to the total

execution time of the application, indicating the great usefulness of this approach.

3.3.1 Examining Inter Send-Packet Delay for a Complex BSP Applica-
tion

The previous results gave great intuition and results for a simple BSP benchmark that imple-

ments a basic BSP model. How does the distribution of these delays look for a more complex

application? Figure 3.4 answers this question. It shows the send behavior delay distribution

for the MG (Multi-grid) benchmark from the NAS package, under different load conditions.

First of all we see (as somewhat expected) that the distribution of the delays is less separated

and with a larger spread compared to Patterns. Since MG consists of multiple complex phases,

a lot of different kinds of communication is going on behind the scenes along with other dy-

namics. Secondly we see the effect of load on the delay distribution. The distribution shifts

towards the right indicating higher inter packet delays with the external load as expected. What

do these results indicate for black box estimation of performance? First of all it’s difficult to

expect a single iteration rate per second out of MG as the actual number of super-steps hap-



CHAPTER 3. BLACK BOX MEASURES OF ABSOLUTE PERFORMANCE 81

pening per second are quite different as earlier described in Figure 3.1. Secondly the unclear

separation of clusters may not lend itself to the clean counting approach mentioned previously.

In the next section, I propose a new metric for application performance called the RTT

Iteration Rate (RIR) that does actually works well for more complex applications. Later on,

I further describe some more derivative metrics from the base RIR metric, that are needed to

describe performance for more dynamic BSP applications whose performance may not remain

constant as they exhibit more complex superstep structures.

3.4 Defining RTT Iteration Rate (RIR)

In the previous section, we saw how we could infer the application performance behavior

for simple cases with a great level of accuracy, by looking its traffic, specifically at its inter

send-packet delay behavior. For simpler cases like Patterns, the approach was quite accurate.

However, for more complex applications like MG, the behavior is not so clean. There seems

to be no obvious similar way to infer the performance of the MG application. To discover

more avenues for black box performance inference, I further investigated into other potential

options for indicating application performance and have discovered a useful black box metric

that serves as a good proxy of the application performance.

3.4.1 RTT Iteration Rate (RIR)

The idea is to simply measure and count the inter-send packet delays that satisfy two condi-

tions:

1. The delay is greater than the Round Trip Time between the two guest VMs by some

factor.

2. There is some traffic from the other receiver towards the sender, between the two sends

whose inter packet delay satisfies the previous condition.
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Figure 3.4: The inter send-packet delay distribution for a more sophisticated benchmark MG
from the NAS package. The three graphs show the distribution for different load conditions.
The frequency shifts towards right (more delay) and the clusters are not well defined but spread
because of the more complex nature of the application. The duration is the entire packet trace
from a single run of the application.
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Figure 3.5: A temporal diagram for the RTT - iteration conditions that need to be satisfied

The intuition behind these conditions is to model the performance of the application based

on some known BSP principles and use the inter-process interactions as a metric to indicate

performance. The first condition intuitively says that that there a inter process interaction

might have taken place since the second send was sent after a great delay exceeding the RTT.

Normally the sends belonging to a single train of packets are sent at very low inter packet

delays. The second condition validates the process interaction, to ensure that atwo-way inter-

actionhas taken place. This is because receiving a packet from the partner process indicates

that both processes are communicating with each other and hence the interaction is two-way.

The second condition also takes care of some cases where the inter send-packet delay may

indeed be greater than RTT but does not correspond to an iteration. One such example is as

shown in Figure 3.2(b), where the large message size causes TCP congestion/flow control to

kick in and results in large inter send-packet delays. The second condition would not be true in

that case. Thus in those simple cases, this method would automatically pick the right clusters

to count. We denote this count over a given period of time as the RTT-iteration rate or in short,
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RIR.

3.4.2 Computation of RIR: Sliding Windows and Sampling Rate

To capture the dynamic nature of the iteration rate over a certain portion of the traffic trace, we

use a sliding window approach to capture various different iteration rates across the spectrum.

We have three different parameters for this approach:

1. Unit window size (ws) - this is the window over which the iteration rate is captured per

unit time. We fix this unit window as 1 second. Thus all numbers reported areiterations

per second.

2. Sample rate (1∆t )- the sampling rate for capturing iterations over the trace where∆t is

the interval of capturing iterations. The unit window is advanced by the sample rate to

capture a new data point

3. Sampling duration (T) - this is the total time over which the unit window is slided.

Figure 3.7 illustrates the sliding window mechanism used to capture the iteration rate time

series according to the above three parameters.

The sample rate helps to capture the dynamic nature of the iteration rate. Higher sample

rate helps us capture finer changes. Increasing the total sliding size helps us get a better picture

of the application - the longer the period, more representative and confident we can be about

our average or other derived (like the iteration rate distribution for example) measures.

However we obviously cannot sample at infinitely high rates or capture very long duration

of applications - both for conciseness and resource reasons. Capturing for longer periods than

necessary also introduces redundant data. So we want to find a reasonablesampling rateand

sampling durationsuch that we still capture representative behavior of the application, from

which useful measures of its performance like the average RTT-iteration rate can be further

derived.
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Figure 3.6: The process of deriving RIR and other derivative metrics from the traffic trace

3.4.3 Process of Deriving Iteration Rate from the Traffic Trace

Figure 3.6 shows the step by step process of deriving the RIR metric and other derivative met-

ric starting from the traffic trace. As shown in the workflow, the steps involved in computing

the RIR time series (from which everything else then can be derived) are:

1. I first make a pass through the traffic trace for each VM and look at the send packet

inter-departure times. Using the two conditions identified in Section 3.4.1 I locate the

send packets that indicate an inter-process interaction.

2. As described above, I count the instances of this send packets over a 1 second window.

I think form a time series of these counts by sliding this 1 second window by∆t over
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Figure 3.7: Sliding window mechanism used to capture iteration rate at the given sample rate
over a sampling duration (T)

the sampling period T.

3. At the end I get a time series that reflects the dynamic performance of the application.

The parameters∆t and T determine the nature of dynamism captured. This time series

can then be used to calculate other derived performance-related metrics as summarized

previously.

A very important point to make here is that this metric is a proxy for the actual iterations

executed by the application. This metric may not actually correspond one to one with the

actual number of super steps or iterations that may have happened in the application. However

it can act as a reliable proxy for them. What is important is that whether this metric can serve

as a good indicator of application performance and also be used to compare the application’s

performance when run under different scenarios? An answer in the affirmative would lead

to accurate measurement of various scheduling and adaptation decisions for the application

and can even be used to predict the total execution time of the application if the input to the

application does not change. Given the black box nature of this approach, this can indeed be

a powerful inference methodology since performance is the major concern in any scheduling

and adaptation system.
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3.5 Evaluation on a Static Application: Patterns

The above approach was applied in an automated fashion to the Patterns benchmark under

various conditions and input parameters. The Patterns benchmark was describe in detail in

Chapter 1. The Patterns application was run for different computation/communication load

scenarios with the following parameters:

• Message size = 4000, Computer Parameter = 1000

• Message size = 4000, Compute Parameter = 0 (no computation)

• Message size = 50, Compute Parameter = 50

For example, for the first case the command line entered in the shell was:pvmpattern

all-to-all 4 1000 500 100 4000 50 50. The number of processes were 4, each process

being encapsulated inside a separate Xen Guest VM with each VM on a seperate physical

host. All the 4 machines have the same configuration as the cluster mentioned in Chapter 1.

While the application was running, tcpdump collected the traffic traces for the VMs in the

background filtering out other ports like 22 that correspond to SSH traffic for example.

After the trace was collected, the algorithm described in Figure 3.6 was run over the trace

to output the RIR time series, which is plotted in Figure 3.8 for the three different cases. As

shown in the figures the RIR computation consistently gave accurate measures of performance

as validated by the internal iteration output from the application. This in turn also led to ac-

curate comparison of performance and execution time across the different cases. The reported

average iteration rate for each run is also shown in the captions. We see that the time-series

for the RTT-iteration rate is almost equivalent to the reported iteration rate, hovering around

the average by tiny amounts. Thus for the simple case of patterns that has a very simple phase

structure, the RTT-iteration rate (RIR) actually is equal to the actual iteration rate reported by

the application itself.
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One advantage of this technique is the lack of any manual intervention. There is no count-

ing or identification of clusters involved. Given a traffic trace for one of the processes be-

longing to the BSP application, the approach automatically gave a time series outputting the

iteration rate that remained mostly constant throughout.

3.5.1 Predicted Execution Time under Different Load Scenarios

Ultimately it is crucial that we are able to predict the total running time of the application using

our metric of RIR. Table 3.5.1 shows the average RIR inferred for the Patterns applications

with the following command-line parameters:pvmpattern all-to-all 4 1000 500 100

4000 50 50 i.e with a message size of 500 and compute paramter of 4000. Patterns was run

under three different external load conditions. These cases correspond to different amount

of computation load being imposed on the host of one of the guest Xen VMs. Note that the

loaded VM was seperate from the VM on which Patterns was running. No load corresponds

to 0 computational load. Partial loads corresponds to a cpu spinner that keeps the CPU busy

60% of the time if run alone. Full load corresponds to a constant cpu spinner that computes

all the time. This corresponds to 100% CPU utilization when run alone

Imposing CPU load: I wrote a simple cpu spinner that has a computation and a sleep

cycle within an infinite loop. Within each iteration of the loop, there is an internal loop that

does a simple calculation for specified number of iterations as specified on the command line

and then sleeps for another specified number of milliseconds. Adjusting these two parameters

can impose the desired amount of CPU load. These values were adjusted to find out the right

cases for 100% and 60% CPU load.

Table 3.5.1 also shows the predicted execution times for Patterns for different load cases,

by taking the execution time from the first case as the base case. Wwe see that the Average

RIR is used to compute the predicted run time works extremely well to predict performance

with a low error rate. Note that we cannot predict the execution time for the first case as we
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Application Load Average iteration rate Execution predicted(s) Actual(s) Error%
Patterns(4000,1000) 100% 113.710 NA 4.389 NA
Patterns(4000,1000) 60% 65.726 7.593 7.572 0.2%
Patterns(4000,1000) 100% 11.4243 43.685 43.244 1%

Table 3.1: This table shows the average RTT-iteration rate reported for the Patterns application
under three different load conditions and the effectiveness of the metric as a performance
predictor

Application Load Sampling rate Advisable sampling rate
Patterns(4000,1000) 100% 50 Hz 1.5625
Patterns(4000,1000) 60% 50 Hz 0.5859
Patterns(4000,1000) 100% 50 Hz 0.0976

Table 3.2: This table shows the suggested sampling rate reported for the Patterns applica-
tion under three different load conditions. The actual sampling rate is much higher than the
suggested one

have no idea how long the application will run. This is generally impossible to predict for

a particular instance unless we know the number of iterations that will be executed from the

source code.

3.6 Derivative Performance Metrics for Dynamic Applica-
tions

In the previous section we talked about the static case of the patterns application, which has a

fairly static phase structure following the parameters given on the command line. However in

practice we often see much more complex phase structure of BSP applications whose perfor-

mance may be more difficult to represent or summarize. For example the MG application from

the NAS benchmarks [17] follows the phase structure as shown in Figure 3.1. The MG appli-

cation uses hierarchical algorithms such as the multi-grid method that lie at the core of many

large-scale scientific computations [25, 26, 29, 71]. These algorithms accelerate the solution

of large discrete problems by solving a coarse approximation of the original problem and then

refining that solution until it forms a sufficiently precise answer to the original problem. The

bulk of the work in MG is done in four routines, each of which is implemented using one or
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more 27-point stencils. Two of these stencilsresidandpsinv operate at a single level of the

hierarchy, whereas the other twointerp andrprj3 interpolate and project between adjacent

levels of the hierarchy, respectively. Parallel implementations of these stencils require point-

to-point communication to update every processor’s boundary values for each dimension that

is distributed. Note that this communication may be with more distant processors at coarser

levels of the hierarchy. In addition, the benchmark requires periodic boundary conditions to

be maintained, and for global reductions to be performed over the finest grid.

For such a dynamic application, we actually take a multi-dimensional approach to output

various useful inferred properties about the application. There properties are:

1. The Average RTT-iteration rate of the application over a considerable period. (RIRavg)

2. Time series of the RTT-iteration rate. (G-RIR)

3. CDF of the RTT-iteration rate indicating what parts of the applications (low or high

RTT-iteration rate) are more dominant in time. (G-RIR-CDF)

4. The Power Spectrum of the application indicating the dominant frequencies in the RTT-

iteration time series. This gives some idea about the phase structure of the application

and also serves as a fingerprint of the application. (G-RIR-PS)

5. Power Spectrum Estimation: The dominant frequency points extracted from the above

Power Spectrum graph thus summarizing the behavior in the frequency domain. (PSE)

Table 3.3 enumerates all the metrics that I talk about in this chapter along with a brief

summary and a pointer to the section where the metric is described and discussed in more

detail.
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Metric Denoted by Explanation Section
RTT-iteration rate RIR The RTT-iteration rate is a blackbox measure of the execu-

tion rate of the BSP application
Section 3.4

Average RTT-iteration rate RIRavg The long term average of the RTT-iteration rate Section 3.7
RIR Time Series Graph G-RIR The time series of RIR over an emperically stationary time

period
Section 3.8.2

RIR Cummulative Distribution Graph G-RIR-CDF The CDF of the RIR over an emperically stationary time
period

Section 3.9

RIR Spread RIRS5%−95% Indicates the spread in RIR of the application or the varia-
tion in inter-process interaction

Section 3.9

RIR Median RIR50% The half way point for the RIR in the CDF to indiate the
median rate

Section 3.9

Power Spectrum of RIR Time series G-RIR-PS Gives the frequency domain view of the time series indi-
cating dominant frequencies

Section 3.10

Period of Super Phase TSP Infers the time period for the macro repetitive phase of
the application corresponding to the lowest dominant fre-
quency from the spectrum

Section 3.10.2

Number of Super Phases nSP Infers the total number of super-phases in the BSP applica-
tion based on Super Phase length and execution period

Section 3.10.2

Predicted Execution Time PET The execution time predicted for the current application
from a previous basis case

Section 3.10.2

Power Spectrum Estimation PSE A concise summary or fingerprint of the dominant frequen-
cies by identifying the local maxima in the Power Spectrum

Section 3.10.4

Table 3.3: A table summarizing the main performance related metrics and graphs described in
this chapter

3.6.1 A Note on Application of Performance Metrics

In black box performance measures for dynamic applications, I define and infer various met-

rics. All of these metrics can be computed using completely automated means on the appli-

cation traces. However not all the metrics may serve the same purpose. Some metrics can be

used in automated algorithms like adaptation and scheduling to result in better performance

for applications. Example of these metrics include the average RTT-iteration rate, the CDFs,

the lowest dominant frequency from the power spectrum, etc.

Some statistics like the RTT-iteration time series, the power spectrum, etc, have less uses

for automated purposes but are more useful for visual inspection by the developer or the ex-

pert user who can glean useful information from them about a particular application. These

statistics and graphs could be interpreted in useful semantic ways and used to discover any

anomalies or issues with application execution in different environments.
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3.6.2 Notes on Evaluation

For evaluation of our techniques we used two BSP applications: Patterns (as described earlier)

and the MultiGrid application from the NAS benchmarks. Both are PVM applications.

The BSP applications were run inside Xen VMs (build xen-3.0.3-rc3-1.2798.f-x8632p)

that used credit scheduling. Each VM used a Redhat Fedora Core 6 installation including

dom0. There were no utilization caps on any VM. The VMs themselves were hosted on a

single IBM e1350 cluster that were connected by 100Mbps ethernet links. The configuration

of the cluster is described in Chapter 1.

3.7 Average Iteration Rate - Sampling Rate and Determin-
ing Time Window (RIR-avg)

A simple scalar metric is the long-term average RTT-iteration rate, averaged over multiple

overlapping 1-second windows. The metric can then compared across different instances to

evaluate difference in performance. The RIR computation process was described earlier in

Section 3.4.2. There are two issues involved in capturing the long-term average: 1) sliding

window mechanism and sampling issues, 2) capturing the right time duration.

An assumption that I make for this type of analysis is that the iteration dynamics of the

application are indeedempirically stationaryfor the long run. A stationary process is a sto-

chastic process whose probability distribution is the same for all times or positions. As a

result, parameters such as the mean and variance, if they exist, also do not change over time

or position. For a dynamic application that consist of repetitive phases, it means capturing

enough of its performance behavior to capture this repetitive element. For example, even for

a complex application like MG, there is a repetition element, the super-phase, that consists of

multiple nested super-steps.

However theoretically if the application changes its behavior in a non-periodic fashion,
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then the performance statistics can be less accurate and less comparable across instances. The

reason being that if we try to compare performance numbers across two different time periods

of the application that display different frequency properties, it may not make sense to compare

the statistics derived out of these different signals. More advanced approaches that take into

account the time dynamics of the frequency response as well, may be needed to develop a

more sophisticated model in those cases.

3.7.1 Deciding the Sampling Rate

Currently we capture at a high enough sample rate to capture the high frequency dynamics of

the RTT iteration rate. For example a typical sampling rate of 0.02 seconds captures a wide

frequency response of the application (25 Hz according to the Nyquist Theorem. The highest

frequency captured =1
2∗∆t ). We capture at a high sampling rate because given a traffic trace

it is not an issue to derive the iteration rate at any desired sampling rate. This was discussed

in the RIR workflow description previously. However, its important to ensure that this rate

is high enough so that we are not missing any significant high frequency. We use a power

spectrum based approach to decide if our sampling rate is reasonable enough.

The power spectrum approach enables us to calculate the energy in the signal at a given

sampling rate. The energy is calculated by integrating the power spectrum. We want to capture

most of the energy. To find out if this is the case, we first compute the power spectrum of the

signal at a very “high” sample rate, a rate which is we think is reasonable as mentioned above,

i.e. sufficient to capture most of the energy in the signal. Then, to decide if it indeed captured

most of the energy, we re-sample the signal at a lower sampling rate and recompute the power

spectrum and the resulting energy in the signal. We then figure out the difference in energy.

We keep repeating this until we hit upon a 5% energy loss at a given lower sampling rate. At

this sampling rate, we begin to lose significant energy information from the signal. We want

to ensure that our actual sampling frequency is actually much higher than this 95% cutoff
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sampling frequency. As part of our analysis, we output this difference and if the difference is

high enough (a factor of 10 at-least), we can deduce that our sampling rate does indeed capture

the signal and its frequency response well. Equation 3.2 summarizes the sampling condition

that must be met.

For sampling ratess1 , s2, find lowests2 such that

∑
i

PSs2(ωi) > 0.95∗∑
i

PSs1(ωi) (3.2)

3.7.2 Capturing the Right Time Duration

Another issue in capturing the signal is the duration of the signal that is used to compute

performance statistics. If we capture for a short duration, we will not be able to capture the full

dynamicity of the signal and miss various frequencies, thus resulting in inaccurate statistics

like the RTT-iteration average which in turn will depend on when the signal was measured. In

essence, we need to capture enough of the signal so that the signal isempirically stationaryas

explained earlier and we capture most of the energy in the signal.

To evaluate the stationarity of the signal we use a energy-based technique similar to the one

mentioned above. We shorten the sample size by a certain thresholdTs and then recompute

the power spectrum. We then compute the error compared to the original power spectrum

and check the amount of the loss of energy. The idea is that after shortening the sample

to some extent, we should not lose a significant part of the energy if we did indeed over-

capture the signal by a comfortable amount. This means that the significant frequencies have

been captured in the signal that do not get lost even on shortening the trace a bit. For long

running applications for which we cannot capture the entire execution trace (for e.g. order of

hours/days), we can capture for an estimated amount of time which we think might be enough

to capture the stationarity in the signal. After capturing, then the above test can be applied to

ascertain if the stationarity part was captured in the signal. If not, we need to recapture for
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a longer time period. This can be a iterative process and depending on the performance, the

environment etc this time period itself can change over time. Ideally the goal is be to capture

as much as possible as we comfortably can and then to validate the stationarity assumption by

this method.

For some applications that do not last very long, the best approach is to capture the whole

signal if possible. In this case the stationarity assumption may indeed be violated to some

extent, however we do get an RTT-iteration average and other performance statistics that last

the entire run of the application - the best we can do for a dynamic application.

Computing the Average RTT-iteration Rate

As discussed earlier, using the above two techniques we want to make sure that we have a

representative trace from the application. Once we are satisfied with the sampling rate and

the stationarity of the signal, we can then compute the average RTT-iteration rate which we

denote byRIRavg. This is done by computing the RTT-iteration rate, time series over a sliding

window of 1 second that is advanced by the sample rate over the entire sampling period as

described previously in section 3.4.3. Then an average is taken of the entire time-series. This

represents a scalar performance summary of the entire application that can be used to compare

run-times of the application under different conditions. Evaluation of this in the case of MG

and its validity to compare performance across different loads is discussed in the Section 3.8.

Sidenote: The Gotcha of Extra Packets Interfering with the Average

A subtle problem that creeps up in automated RTT-iteration rate average computation is

that of stray packets contaminating the average. Even after the application is finished with

its primary computation and communication part, it may send some packets for manage-

ment/logging/display purposes at a different rate (or the guest machines or the hosts may

exchange some packets that may not be easily distinguished from application packets because
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of the nature of the black box approach). While capturing, efforts are made to filter out packets

that may not belong to the application. In the ideal case we capture packets only belonging to

the application, based on the IP and port numbers. However as mentioned, even in this case

the application may send out packets after it is finished with the main iterative loop. These

packets will be accounted in computing the iteration rate time series as a valid part of the trace

and thus may result in the computation of a very low average iteration rate.

The key realization here is that those stray packets are not really representative of the

application. To deal with this in an automated fashion, we follow an approach similar to the

one used in identifying stationarity. We try to truncate the total traffic trace captured on both

sides of the traffic trace (the beginning and the ending part) up to the point where we don’t

lose significant energy (say 1% of the total energy). This simple approach easily eliminates

the effects of these stray packets in practice and helps us focus on the part of the trace that

seems to be truly representative of the application. However, this does assume that the extra

traffic will be small compared to that of the main computation/communication phase of the

application.

In cases where this may not be true, ideally we would capture the traffic in the middle of

the execution with the hope of missing the management packets that are sent in the end or

beginning.

3.8 Evaluation on a Dynamic BSP Application: MG NAS
Benchmark

In this section we discuss the validity of the concept of average RTT-iteration rate and how it

can be a useful indicator and predictor of performance even for more complex BSP applica-

tions like MG. Table 3.8 shows the summary of the RTT-iteration rate averages computed for

the entire trace of the application runtime for three different cases. These cases correspond

to different amount of computation load being imposed on the host by a sibling VM.No load
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Application Load Sampling rate Sugg. sampling rate Avg. iteration rate Predicted(s) Actual(s) Error%
MG No load 50 Hz 3.42 283.61 19.44 19.44 NA
MG Partial 50 Hz 1.66 169.42 32.55 28.78 13%
MG Full 50 Hz 2.44 125.72 43.85 46.68 7.1%

Table 3.4: This table shows the average RTT-iteration rate reported for the MG application
under three different conditions and the effectiveness of the metric as a performance predictor

corresponds to 0 computational load.Partial load corresponds to a CPU spinner that keeps

the CPU busy 60% of the time if run alone. It achieves this by sleeping and computing by

pre-determined amounts.Full load corresponds to a constant cpu spinner that computes all

the time. This corresponds to 100% CPU utilization when run alone.

The table illustrates different values computed according to the discussion above. The

primary value of note is theAverage Iteration rate, that is computed according to methods

specified above. We treat theno loadcase as the baseline for prediction and then compute the

predicted execution time for the other loaded cases. The actual execution time is also shown.

From the prediction we see that the predicted computation time is a good indicator of the

actual execution time from a baseline case, computed using completely black-box techniques.

This is a very useful result and validates the usefulness of the average RTT-iteration metric as

a reliable performance indicator. Note that the first row of the table is the base case and we

cannot know the execution time for that.

The table also shows the advisable sampling rate as computed by the energy-cutoff method

described above. The advisable sampling rate is much lower then the rate used (50 Hz), by

more than an order of magnitude. The energy cut-off used here is 95%. This means that if we

had sampled the signal at the rate suggested in the table, we would still have captured 95% of

the energy in the signal. Thus our choice of sampling rate (50 Hz) seems to be high enough

since the 95% cutoff point comes at a much lower sampling rate.
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3.8.1 Multiple Process Interaction

For every traffic trace, each process actually interacts with multiple other processes that are

part of the BSP application. Therefore we partition the traffic based on the receiver and keep-

ing the sender constant for each process. Thus fork receivers we will receivek sets of results,

each corresponding to a different receiver. Similarly for each different process corresponding

to the BSP application, we can have traces and hence different results.

For a BSP application with the same kernel for all processes, the results should correspond

with each other. Our evaluation with the MG application from the NAS benchmarks confirms

this. For other applications where processes may behave differently on different hosts or may

interact differently with different receivers, monitoring may be needed to be done at multiple

places to capture a coherent picture of the application.

Our results here are for MG and highlight the consistency expected for these processes

since they are all executing the same kernel.

3.8.2 Outputting the Iteration Rate Time-series

Along with the average RTT-iteration rate the time series for the iteration rate computed is also

output as a graph that we denote by G-RIR1. This gives a visual view of the runtime behavior

of the application and often provides more insight about the application to the developer or

the user. For example, Figure 3.9(a) shows the RTT-iteration time series for one of the hosts

with no load for the MG application. A super structure for the application is immediately

visible from the graph. It is clear that there are 4 major super-phases within which there is

further varied super-steps that correspond to different sections of RTT-iteration rates. For a

given application, these graphs can give useful hints to the developer or the user, without any

extra instrumentation in the application, to discover any anomalies or clues for performance

1We denote metrics in the form of graphs as starting with a captial G
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(a) Iteration rate time series with no load
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(b) Iteration rate time series on a partner host

Figure 3.9: This figure shows the RTT iteration rate time series indicating the dynamic nature
of the MG application. Various phases are visible in this graph with 4 super phases. And it
shows how the iteration rates correspond with each other on separate hosts

problems.

Figure 3.9 shows two time-series for the RTT-iteration rate corresponding to 2 of the 4

hosts involved in the MG application. What is important to note here is the correspondence

between the time series for the two separate processes indicating the consistency of the RTT-

iteration metric for a BSP application across different processes. If the different processes are

executing the same kernel, the RTT-iteration behavior is expected to be the same for these

processes as they execute in synchrony iff the RTT-iteration rate is indeed a more fundamental

metric that captures the inter-process behavior. The consistency of the time series for the

RTT-iteration rate validates this fact.

Figure 3.9 shows the time-series for the MG application under two different conditions of

load (Partial and Full computational load, as defined earlier) for one of the hosts (the host,

xen5, is the one on which the Xen VM for the extra load was imposed). We can clearly see

the expansion effect of the time series because of the load. The basic structure of the time

series is similar, except that the super-phase is now more expanded and each phase is more

irregular compared to the no-load case. This further shows how the RTT-iteration rate captures
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(a) Iteration rate time series with partial load
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(b) Iteration rate time series with full load

Figure 3.10: The RTT iteration rate for one of the hosts under different load. As we note, the
iteration scale falls on the y-axis, and the total time period and per-phase time period expands.

the dynamics of the BSP application.

Using the time series we can visually infer that this application seems to have 4 super

phases. In Section 3.10.2 we shall further see how this could be computed automatically by

inferring the dominant frequencies in the power spectrum using a fourier transform of the

above signal.

3.9 A New Dynamic Metric: CDF of the Iteration Rate

The computation/communication ratio is a useful metric for BSP applications that can be used

to make predictions and decisions about the application. This metric has been used before in

our work for adaptation in numerous contexts [61, 135, 139]. For example, communication-

intensive applications can be placed closer to each other in the network to avoid the penalty of

high latency or low bandwidth depending on the frequency and the nature of each inter-process

communication.

Similar in spirit, we also compute the Cumulative Distribution Function (CDF) for the

RTT-iteration rate. We denote this graph by G-RIR-CDF. RIR-CDF gives an idea of the how

much time the application spends in various RTT-iteration rate regions. As we discuss later,
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(b) CDF of the iteration rate for partial load, for
two different hosts
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(c) CDF of the iteration rate for full load, for two
different hosts
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Figure 3.11: CDF of the iteration rate under different load conditions. The first three show
different load conditions for two different hosts. The last graph shows the CDF under no load
for just one host, but for two separate receivers.
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this can be extremely helpful in scheduling these applications and mixing them with other

workload. It could also serve as a fingerprint. CDF comparison techniques could be used to

compare performance of different runs of the same application at a more detailed level than

the average RTT-iteration rate [21, 110, 128].

Figure 3.11 shows the CDFs for the MG application under different scenarios of load and

different combination of hosts and processes. Figure 3.11(a) shows the CDF of the application

RIR for the two different processes (for the same application execution instance) under no

computational load. The approximate overlap of the CDF for the two processes (which are

plotted in the same graph) illustrates the level of consistency in the iteration rate behavior

and the performance dynamism amongst different processes for the same execution instance.

The purpose of this is to demonstrate that different processes, when executing the same BSP

kernel, do follow a global performance trend and thus it is sufficient to sample the traffic trace

from a single process. In other words, an RIR-CDF for a process are an application property,

not just a process property.

Figure 3.11(b) and 3.11(c) show the same CDFs but for partial and full computational load

respectively. Figure 3.11(d) shows the CDF for a single host (xen5) but for different receivers

to indicate that the performance dynamism matches for communication trace that differs by

the recipient of the packet. We see that the CDFs overlap quite closely for different receivers.

3.9.1 Dynamism and the Peak RTT-iteration Rate

The x-axis on the CDF shows the range of the iteration rates that the application exhibits

throughout its lifetime. This spread gives us an estimate of the dynamism of the applica-

tion, i.e., how much does its RIR change during execution? To formalize this, we compute

the iteration rate difference between the 5% and 95% quantile of the CDF. We term this as

RIRS5%−95% or theRTT-iteration rate spread. Additionally, the median RTT-iteration rate
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Load Condition RIRS5%−95% RIR50%

No Load 397 286
Partial 209 168
Full 256 133

Table 3.5: Computing the metrics defined above for the MG benchmark under different load
conditions to show the effect on these metrics.

or the 50% quantile of the CDF can be used as another metric to compare application per-

formance across difference instances. This gives an idea of how the application is affected

performance-wise across the median case, not just the average. We denote this metric by

RIR50%.

Table 3.5 shows theRIRS5%−95% andRIR50% values for the MG benchmark under the

three different conditions. We see thatRIRS5%−95% actually increases from the partial load

to the full load case, but theRIR50% indicates that the RIR climbs up more rapidly in the less

loaded cases relative to higher ones. The increase can be attributed to the varying effect of

different loads on the same RIR region of an application. For example, a higher RIR region

is affected much more by full computational load than a partial load. This can lead to much

more spread in the extreme RIR regions for an application under full load.

3.9.2 Guidance from the RIR CDF

Another important aspect of the CDF is the RIR portion where the application spends most of

its time. This is important because the effect of external load depends on RIR of the applica-

tion. The same computational load affects an application with a higher RIR more adversely

than an application with a lower RIR. Conversely, network proximity can benefit higher RIR

applications more than those with lower RIR. The exact differences depend on each particu-

lar scenario. The reason for the variable effect of external load on a BSP applications with

different RIRs is because of the way scheduling is handled for CPU-bound and IO-bound

processes. As Govindan et.al. [54] notes, for applications with communicating components,
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providing enough CPU alone is not enough; an equally important consideration is to provide

the CPU at the right time. The paper also describes communication-agnostic CPU schedulers

and the adverse affects they can have on communication bound applications. They suggest

new communication-aware CPU scheduling algorithms.

The CDF can give an excellent idea of the RIR profile of the application and hence aid

these scheduling decisions. Higher RIR indicates more inter-process interaction that demand

more efficient communication. Lower RIR indicates more compute-intensive processing or

low interaction with large messages. Both of the latter conditions can be distinguished by

looking at the CPU utilization and bandwidth at those instances. In fact a combination of

the RIR CDF and the bandwidth/CPU utilization distribution could be used to make better

scheduling decisions.

To give an idea how applications with different RIRs suffer from external load, we noted

the difference in performance of the Patterns benchmark using different command-line para-

meters to get different iteration rates under different load conditions. Figure 3.12 shows some

interesting trends. I ran patterns for different iteration rates and then noted the change in per-

formance when an external (Partial and Full) load was imposed on it. Now the iteration rate

can change because of two factors: either the message size per iteration is increasing or the

computation per iteration increases.

Figures 3.12(a) and 3.12(b) show the change in iteration rate for both cases under dif-

ferent load conditions. Figures 3.12(c) and 3.12(d) show the slowdown as a fraction of the

performance when the application is run without external load. We term this fraction as the

fractional slowdownof the application. We can see in both cases that higher iteration rate

scenarios are affected much more than lower ones. For the increasing message size case (Fig-

ure 3.12(c)), the difference in performance is more than 100% for small (50 bytes per iteration)

and big message sizes( over 20,000 bytes per iteration). For the increasing computation case,

the difference is even more pronounced, with a difference in performance of over 12.46 times
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for low and high computation cases. Thus, when the iteration rate is lower because of higher

computation, the effect on performance is less drastic compared to scenarios where a lower

iteration rate is due to large message size. Irrespective of the cause, applications with higher

iteration rates always seem to be more drastically affected by external load then those with

lower iteration rates.

It is clear that the RIR CDF can be useful in making scheduling decisions. For example,

when making a decision to move load to one host over the other, the CDF profile of the

already running BSP applications can be considered to understand which application might be

more affected due to extra computational load. The next section illustrates a simple proof of

concept.

3.9.3 Using CDF Analysis to Make Scheduling Decisions

Earlier we introduced the notion of the RIR CDF that gives a profile of the application’s RIR

behavior. We discussed how the CDF profile could be used to make scheduling decisions for

applications, especially motivated by the observation that the effect on performance of an ap-

plication from external load depends on its RIR. An application that is more communication-

intensive with high RIR can be affected more drastically than a compute-intensive application

from the same computational load imposed on the physical host. Earlier in this section, we

illustrated this concept for the a simple BSP application like Patterns. We now explore that

avenue and give a proof of concept of how the CDF profile can be used to determine what we

term as theSlowdown CDFor theSlowdown Profileand the average slowdown.

Slowdown CDFis simply the predicted RIR-CDF of a BSP application under some exter-

nal load. TheSlowdown CDFis derived from the current RIR CDF and a mapping function

that maps each RIR value in the RIR CDF to a potential slowdown value that indicates how

much the application could be slowed down if executing at this rate. Mapping each value in the

RIR CDF to a slowdown value thus gives us a new CDF that indicates how the different parts
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Figure 3.12: This figure shows how external computational load can affect the performance
differently depending on its iteration Rate. It shows the change in performance for changing
iteration rates caused by two cases: increasing message size and increasing computation per
iteration. As shown, higher iteration cases get affected much more drastically than lower
iteration cases for both, especially for the case of increasing computation. The last two figures
show the change in performance as a fraction - lower means worse.
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of the application (indicated by their RIR values) will be affected in terms of performance.

The mapping can be complicated. As we saw in the simple case of Patterns in Sec-

tion 3.9.2, the slowdown can depend not only on the RIR rate but also on whether that RIR is

influenced by large message sizes or increased computation. Hence considerable more work

is required to empirically determine accurate mapping functions that are robust. However we

can use some intuition from the Patterns example. From its RIR-CDFs we can get an idea

of which application will be affected more in performance depending on which applications

spends more time in higher RIR regions. In this section, I use a simple mapping derived from

imposing load on different instance of the Patterns application.

To illustrate the concept, we pose the question:For the IS and MG applications we have

seen till now, which application may be hurt more if one of the processes from each applica-

tion shares the physical host with an external computational load?This is a practical question

faced frequently in adaptive runtime systems. We have evaluated both the MG and IS applica-

tions using black-box techniques for performance and here we illustrate a proof of concept of

how such a decision can be made. This decision making power can be quite illuminating for

an adaptive runtime system, as we can now determine inadvance, the impact of external load

if we must choose one of these applications to be influenced by the load. And all this power

comes from using completely black box means.

For our example, we first define a simple mapping functionSlowdown100% : ℜ −→ ℜ,

that takes in an RIR value as input and outputs the fractional slowdown as output. The external

imposed computational load is 100%. Note that theSlowdownfunction in general will depend

on the external load. Here we assume the external load to be 100% for simplicity. This

function is empirically derived from benchmarking the different instances of the application

and a database of observations that could grow over time as the instances of mixing external

load and BSP applications grows with time. In this case I derive the function by running

different instances of the Patterns application with and without load (100% computational
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Figure 3.13: A refined mapping from RIR values to fractional slowdown (0 to 1) for an ex-
ternal computational load of 100%. The RIR values are changed by changing the amount of
computation done in each iteration.

load) and then noting the effect on its RIR values. Note that the actual and more realistic

mapping function may take in more inputs, such as bandwidth or computational utilization,

etc. In this example, we use a more refined version of Figure 3.12(b) as a mapping function

that maps iteration rates to its fractional slowdown, shown in Figure 3.13. We obtain a discrete

mapping that maps certain RIR values to their slowdown and we use linear interpolation to

obtain slowdown values for other RIR values.

Obtaining the Slowdown CDF: Using this defined mapping function,Slowdown(x), we

transform the RIR CDF to a slowdown CDF. This transformation is done by multiplying each

RIR value in the original CDF to its slowdown RIR obtained from the slowdown mapping

function Slowdown100% : ℜ −→ ℜ described above. The transformed CDFs for both IS

and MG applications are shown in Figure 3.14. As we see from theslowdown CDFson

the right hand side, we see that IS spends more time in lower regions of slowdown (a range

0.05 - 0.09) than MG which goes all the way to 0.5. We also compute an average slowdown
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(d) The mapped slowdown CDF for the IS applica-
tion under external computational load

Figure 3.14: This figure shows the concept of mapping a RIR CDF for an application to
its “slowdown” CDF that shows how the different parts of the application may be affected
differently under external load.
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from the slowdown CDFs. The averages in this case are 0.103 and 0.065 respectively for MG

and IS. The slowdown CDFs and the averages indicate that the IS will be more drastically

affected by external computational load. If we see the actual execution times after and be-

fore load for these applications, this is indeed true. For MG application, the execution times

bloats from 19.44 seconds to 46.68 seconds, a slowdown of 2.4. For IS, the change is from

23.34 seconds to 362.477, a factor of 15.529. IS is slowed down much more than the MG

application, a prediction that is also implied by the slowdown mapping CDF. Our slowdown

averages don’t actually correspond to the experienced degradation in performance because of

the greatly simplified mapping function taken from the patterns application and ignoring other

factors like bandwidth, etc. However this proof of concept shows a powerful result that can

enable an adaptive system to be prescient in making decisions about migration and load shar-

ing for different BSP applications without actually knowing any detail about them. Thus this

approach could work for other BSP applications without any changes.

3.9.4 Other Possible Scheduling Implications

Another possible avenue for utilizing the CDF profile is statistical scheduling. When multi-

plexing different applications amongst a limited number of physical hosts, the decision to mix

and match applications must be made. It is possible that some applications go well with some

but not others. For example, a communication intensive application (with a dominant high

RIR profile) may be better suited to share the same host with another communication inten-

sive application rather than a computation intensive (lower RIR profile with low bandwidth

consumption) since the compute intensive application can really pull down the performance

of the communication intensive application. Hence it could be possible to derive a metric for

mixing applications from the CDFs and their bandwidth profile for proper scheduling.

This is a promising area for potential research for black box scheduling of BSP applica-

tions. We leave this as a potential future topic of study.
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3.10 Power Spectrum of the Iteration Rate

We have previously discussed time domain-related performance statistics like the average RIR,

RIR time series and the RIR CDF. The frequency domain transformation of the RIR time

series can be another useful tool in getting to discover more about the application. For this

performance metric, we compute the Power Spectrum of the RIR time series after applying

windowing, zero padding and the DC bias elimination methods discussed previously. We

denote this graph as G-RIR-PS. The Power spectrum can help us in three ways:

1. It can give us an idea about the length of the super-phase of the application that can

itself be used as a reliable performance metric.

2. It can give the developer or the user a black box idea about the dominant phase frequen-

cies in the application. To a trained eye, this can serve as a valuable tool for discovering

anomalies or changes in the super-step structure performance under different conditions.

3. A summary of the power spectrum itself can serve as a compact fingerprint of the

process that highlights the dominant frequencies and gives a snap-shot of its super-step

structure. This fingerprint can be used for other applications besides performance.

Figure 3.15 shows the power Spectrum of the MG application for different processes under

different load conditions. The first thing to note is that in each figure, 4 super-imposing power

spectra are shown that originate from 4 different processes - 2 from one physical host and the

rest from another. For each load scenario, they overlap quite well, indicating the consistency

in their RIR time series and its resulting spectrum. This also gives rise to the notion of a

frequency fingerprint that could be used to identify and group processes based on if they are

synchronized.



CHAPTER 3. BLACK BOX MEASURES OF ABSOLUTE PERFORMANCE 113

 0

 100

 200

 300

 400

 500

 600

 700

 800

 900

 1000

 0.01  0.1  1  10  100

P
ow

er

Frequency

Power Spectrum of RTT iteration rate

Xen4 - 175 to 176
Xen4 - 175 to 173
Xen5 - 176 to 172
Xen5 - 176 to 175

(a) Power Spectrum for two separate hosts and two
receivers each with no load

 0

 20

 40

 60

 80

 100

 120

 140

 160

 180

 200

 0.01  0.1  1  10  100
P

ow
er

Frequency

Power Spectrum of RTT iteration rate - Partial compute load

Xen4 - 175 to 176
Xen4 - 175 to 173
Xen5 - 176 to 172
Xen5 - 176 to 175

(b) Power spectrum of the iteration rate for partial
load, for two different hosts

 0

 50

 100

 150

 200

 250

 300

 350

 400

 450

 0.01  0.1  1  10  100

P
ow

er

Frequency

Power Spectrum of RTT iteration rate

Xen4 - 175 to 176
Xen4 - 175 to 173
Xen5 - 176 to 172
Xen5 - 176 to 175

(c) Power spectrum of the iteration rate for full
load, for two different hosts

Figure 3.15: Discrete Power Spectrum of the iteration rate time series showing the principal
frequencies under different conditions. We see that the primary frequencies shift and de-
crease as load increases. And moreover we see that the power spectrum matches for different
processes on different hosts for the same application.
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3.10.1 Steps for Fourier Transform for the Discrete RTT-iteration Time
Series

Applying windowing to the time series: Before we proceed onto the actual properties, I first

discuss the process of taking the Fourier transform [75] for a discrete truncated time series

like ours. The role of Fourier transform (FT) is to give an idea of the dominant frequencies

in the signal. However an unavoidable problem when processing discrete signals is that of

spectral leakage. Leakage amounts to spectral information from an FT showing up at the

wrong frequencies. If we could perform a Fourier analysis on a signal that goes on forever, the

results would represent perfectly the frequencies and the amplitudes of the frequencies present

in the signal. However in practice we have limited space for data storage and the series gets

truncated on both ends, so we acquire only a few hundred or a few thousand values. This

results in polluting the spectral data because in the time domain, truncating is equivalent to

multiplying the time series with a signal of value 1 (unit function) of the truncation duration.

In the frequency domain however this is equivalent to convolving the frequency response of

the original signal with the frequency response of the truncated unit function. The frequency

response for such a signal is the sinc function orsin(x)/x. The FT for the truncated unit

function or the resulting sinc function is shown in Figure 3.16 [1]. This has the effect of

producing spectral valuesriding on a curve. To reduce the effects of this spectral leakage, one

often employed strategy is to reduce the side lobes of the sinc function. The side lobes arise

from the effect on the FFT of the abrupt rising and falling edges of the rectangular window.

Smoothing the sharp rising and falling edges of the rectangular window reduced the side lobes

in thesin(t)/t curve and thus greatly reduced spectral leakage. But we can’t smooth the data

just any way. We need to use special windowing functions to get the samples ready for an

FT. We use is Hanning Window [70, 100, 101]. The following equation defines the Hanning
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window shown in Figure 3.17:

w(n)Hanning= 0.5−0.5×cos(2πn/N) (3.3)

Performing an FT on the windowed sine-wave data, the resulting sin(x)/x curve shows re-

duced side lobes, and thus the FT data exhibit less leakage. In effect, by windowing the data

before we run them through the FT routine, we improve the sensitivity of our spectral mea-

surements. One side effect of applying the window function is that it may reduce frequency

resolution. This can be alleviated by increasing the sampling rate. This is a practical side

effect that must be taken into account when sampling the RTT-iteration rate from the traffic

trace. More details about spectral leakage and windowing are available in [39, 70, 100].

Zero padding: Most available Fourier transform libraries expect a power of two length

time series as the FFT algorithm is optimized for such lengths. However in most cases, we

cannot control the length of the input data sequence, and the length of the data might not be

an integer power of two. In that case we should not simply discard data samples to shorten the

length of the data sequence so it is a power of two. Instead, appending zero-valued samples

(zero padding) to match the number of points of the size of the next largest radix-2 FFT is a

better approach. For example, if we have 1000 time-domain samples to transform, we didnt

discard 488 data samples and use a 512-point FFT. Rather, we append 24 trailing zero-valued

samples to the original sequence and use a 1024-point FFT. This also has a side effect of

increasing the spectral resolution as we have more data points now at the same sampling rate.

Applying zero padding must be done after applying the windowing function to the time-series

not before.

Eliminating the DC bias: Even when we use a windowing function, very high amplitude

spectral components can obscure nearby low-amplitude spectral components of the signal we

want to test. This obscuring is especially pronounced when the original time data has a non-

zero average that is, when it isriding on a DC bias. When we perform an FFT on the data,
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Figure 3.16: The truncated 1 signal in time domain and the corresponding frequency signal
after a FFT

Figure 3.17: The Hanning window is to smooth the discrete time series before conducting the
FFT

the high-amplitude DC spectral component at 0 Hz will overwhelm its low-frequency spectral

neighbors. This effect is particularly true for large FFTs. Note that the 0 Hz component

actually represents the long term average of the time series. However since it can be easily

calculated otherwise, we do not need its component in the frequency domain.

To eliminate this problem, we calculate the average of the original signal and then subtract

it from each sample in the original signal. This removes the DC bias by making the new sig-

nal’s average (mean) value equal to zero. This eliminates any high-level 0 Hz component in

the FFT results and improves the response of other frequency components in the original sig-

nal. In practice, when DC bias elimination was applied to the RTT-iteration power spectrum,

there was a big improvement in the clarity of the different frequencies.
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3.10.2 Measuring the Super Phase Length and Predicting Execution Time

In Figure 3.15 we see that the dominant frequencies shift to the left, decreasing as the load

increases. This matches our expectation that the phases in the BSP application execute more

slowly. Of special note is the left-most dominant frequency. This frequency actually corre-

sponds to the super-phase of the MG application, which is also shown in Figure 3.1. On close

inspection these frequencies are 0.244 Hz, 0.17 Hz and 0.09 Hz respectively for no load, par-

tial load and full load conditions. This amounts to a super-phase length of 4.09s, 5.882s, 11.11

seconds. When we compare these numbers to the visually intuitive super-phase length from

the RIR time series in Figure 3.9, we see that the lengths indeed correspond well. Table 3.6

also shows how the phase lengths can be used as application performance indicators and used

to predict execution time from a base case. The predicted times are quite accurate.

Also from these phase lengths and the program execution times (19.44 seconds for the no

load case), it appears that there are 4 super-phases in the this MG application instance. The

part of the source code shown in Figure 3.18 confirms this. Thus we see that we could use the

power Spectrum in the following ways:

1. We can figure out the length of the super-phase of the MG application in different cases

in an automated way. We denote this byTSP.

2. These lengths also act as good performance indicators and predictors and another reli-

able method to compute PET (Predicted Execution Time).

3. We can also infer the total number of super-phases using completely automated means

by dividing the total execution time by the phase length. We denote this bynSP.

3.10.3 The Power Spectrum as a Visual Aid

Apart from the lowest significant frequency, other frequencies also indicate phase behavior.

We see the power spectrum as a visual aid to the developer and/or the user to diagnose or
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Application Load Sampling rate Inferred Super Phase Length(s) Execution predicted(s) Actual(s) Error%
MG No load 50 Hz 4.09 NA 19.44 NA
MG Partial 50 Hz 5.882 27.96 28.78 2.8%
MG Full 50 Hz 11.11 52.80 46.68 13%

Table 3.6: Using the super-phase length derived from the power spectrum of the RIR time
series, we can also predict application execution time from a base case

No load Partial Load Full Load
Hz Power Hz Power Hz Power
0.244 765 0.1709 43 0.0977 176
0.488 935 0.3174 134 0.25 95
0.732 74 0.4639 75
1.465 321 0.781 41 0.598 21.2
1.7 75 1.416

Table 3.7: Power spectrum summary of the dominant frequencies

get a visual black-box picture of the application behavior that could be used to provide more

detailed analysis of the application under different scenarios.

3.10.4 Power Spectrum Estimation of Principal Frequencies

The power spectrum can be further condensed by outputting only the dominant frequencies

and their power as a vector. This amounts to a dominant frequency fingerprint of the appli-

cation. For example, the dominant frequencies for the MG application under three different

loads are shown in Table 3.7.

Figure 3.18: Code from the MG source code indicating the number of super-phases hard
coded.
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3.10.5 Process Fingerprinting and Scheduling Decisions

The above power spectrum summary can also serve as a compact fingerprint for the BSP

application. As we saw in Figure 3.15, the frequencies for processes involved in the same

BSP application that are synchronous with each other match quite well. This leads to a simple

way of categorizing and partitioning processes in a cluster based on their synchronization.

This could also be used to make scheduling decisions as described next.

Task and Data Parallel or Component Based BSP Applications

There are some BSP applications that consist of multiple task and data parallel components

integrated into the application. For example, in multi-disciplinary simulations a complex phys-

ical phenomenon may leverage different unrelated simulation methods and co-ordinate their

execution to develop a higher level model [87]. Scheduling and managing such applications

can be complex. For scheduling, it can especially help to keep a single data parallel com-

ponent corresponding to a particular type of simulation together and tightly coupled as the

amount of interaction is highly synchronized within a component. The power spectrum fin-

gerprint for processes that belong to a single component should be similar and this can help

identify these processes using black box means. This can then help partition the application

into its components and schedule them accordingly.

Algorithm 1 presents a simple greedy algorithm that separates an application into its com-

ponents. It takes in a set of power spectrums corresponding to the different processes of an

application and then divides them into similar components. Note that this algorithm assumes

that there is a common power spectrum for all its receivers. However if a process has different

interaction behavior with different receivers (which is a possibility in a multi-component ap-

plication), then a more sophisticated approach may be required that takes into account multiple

power spectrums per process and partitions them taking the receiver into account.
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input : PSSet: A set containing all power spectrums (count = n) for different processes
input : PS-Distance (PSi , PSj ) : A distance metric that returns low distance for two

Power Spectrums are similar.
output: Componenti : Components containing similar processes according to their

Power Spectrum similarity. Total number of components is unknown in
advance

cp← 0; // cp is the current Power spectrum being processed;1

m← 0; // m is the current component set for collecting similar2

processes;
PScp← random element fromPSSet ;3

while cp < n do4

Pmin← minPi ∈ PSSet (PS-Distance (PScp, PSi));5

if PS-Distance (PScp, PSmin) > DistanceThreshold then6

m← m + 1;7

end8

Componentm← Componentm
S

PSmin;9

cp← cp + 1;10

PScp← PSmin;11

end12

Algorithm 1 : A simple greedy algorithm for partitioning a multi-component application
into its separate component processes
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Statistical Scheduling

Some other interesting ideas could be applied to multiplex different BSP processes on the

same hardware. For example, its not clear how processes with different power spectra interact

and affect each other in terms of performance when scheduled together. It could be that

statistical multiplexing may yield better performance results when processes with the least

overlapping power spectra are scheduled together. This is solely a hypothesis but the idea has

some merit since the power spectrum gives an idea of dominant periods of its super-steps and

mixing applications with least overlap could help these phases not interfere with each other in

a statistical sense.

Application Categorization

The fingerprint could be even used to identify an application under different conditions of load.

From the power spectrum estimation, we actually see that the dominant frequencies for higher

load cases are actually scaled versions of the frequencies for no load case. This indicates

that the frequency transformation is a scaling operation when the application is affected by

external load. Using scale-invariant pattern matching algorithms it could be used to classify

applications in different environments. Such a categorization system coupled with a learning

component could be a powerful black-box application categorization tool that could help in

management and scheduling of applications.

3.11 Evaluation with Another NAS BSP application: Inte-
ger Sort (IS)

I also use another application, the NAS benchmark, Integer Sort (IS), to further validate and

test the black box measures proposed in this chapter to study its performance. IS is a large

integer sort operation testing both integer computation speed and inter-processor communi-
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Application Load Sampling rate Sugg. sampling rateRIRavg PET(s) Actual(s) Comm. time Error%
IS (1024,18) No load 50 Hz 4.785 556.255 NA 23.342 16.570 NA
IS (1024,18) Partial 50 Hz 1.2695 264.345 49.118 50.423 39.054 2.6%
IS (1024,18) Full 50 Hz 1.13 36.843 352.417 362.477 313.550 2.77%

Table 3.8: UsingRIRavg to predict the performance if the IS application from the NAS bench-
marks under different load conditions.

cation. This kernel stresses the integer performance of the underlying node [64]. There is a

class of programs called particle pusher codes that accumulate data into target arrays using

indirect index vectors. These codes often appear in application programs of high performance

computing, and therefore ate very important. The NAS Parallel Benchmarks (NPB) include

integer sorting (IS) as an example of particle pusher codes [132].

We ran the IS application to sort 1024 * 1024 numbers per node with each number having

an 18 bit range. We then captured the trace for a part of the execution of the program, not

its full execution trace. Note that this is important as it reflects how trace collection would

also happen in reality - collecting a part of the trace should be able to help in performance

prediction and characterization using our black-box measures.

Figure 3.19 shows the RIR time series under different load conditions. Note that the RIR is

extremely high for the no load case: the RIR almost always above 400. However, the change

in performance can be drastic as seen in the full load case where the RIR touches 0 for some

periods. We are able to accurately predict the total execution time for this drastic slowdown

based on the average RIR measurement from a part of the application’s runtime. Table 3.8

summarizes the predicted execution times based on theRIRavg metric. Three different load

conditions (No Load, Partial Load, and Full Load) were imposed as before. As we can see

the predictions based onRIRavg are quite accurate and close to the actual running time. The

table also shows the time spent communicating for different load cases. As we can see, the

application is slowed down by more than an order of magnitude because of the full external

computation load imposed on it.

Figure 3.20 shows the power spectrum for the IS application for different receivers and
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(a) Iteration rate time series with no load for the IS ap-
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(b) Iteration rate time series with Partial load for the IS
application
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(c) Iteration rate time series with Full external load for
the IS application

Figure 3.19: The RTT iteration rate for one of the hosts under different loads for the IS ap-
plication. As we note, the iteration scale falls on the y-axis, and the total time period and
per-phase time period expands as the load increases.
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Application Load Sampling rate TSP PET(s) Actual(s) Comm. time Error%
IS (1024,18) No load 50 Hz 2.2758 NA 23.342 16.570 NA
IS (1024,18) Partial 50 Hz 5.1411 52.7303 50.423 39.054 4.6%
IS (1024,18) Full 50 Hz 32.7761 336.172 362.477 313.550 7.26%

Table 3.9: Determining PET using the Super Phase length derived from the Power Spectrum.
PET is quite close to the actual run time observed for the slower instances, even though partial
data was captured.

different load conditions. As observed before, it shows the periodicity values corresponding

to different phases inside the IS application and helps us understand the periodic behavior of

the application. The power spectrum is quite consistent across different receivers showing that

the inter-process behavior is quite similar for different sender-receiver pairs. Table 3.9 shows

PET determination using only the super phase length as inferred from the lowest dominant

frequency from the power spectrum of the RIR time series. The results are quite close the

actual runtimes observed for the external load cases of IS. It also interesting to note that the

trace was captured only for a partial duration of the application’s execution time. For example

the fully loaded version of IS takes 313 seconds to execute. We captured the trace for a

duration of 127 seconds for that application.

3.12 Study of Cross Application Effects

This section studies another possible measure of accuracy of the methods described in this sec-

tion for measuring performance of BSP applications. In a real scenario, multiple applications

will be running on the same shared hardware and thus their execution and cross traffic might

interfere with each other. To evaluate such effects, I ran the NAS IS benchmark and studied

the effect of running the Patterns benchmark with different parameters on the accuracy of the

RIR algorithms described in this chapter. The goal is to understand if the cross traffic from

another BSP application can significantly affect the accuracy of the RIR methods since they

depend so closely on the traffic trace of the application under examination.

Table 3.10 shows the result of measuring the Average iteration rate for the IS benchmark
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(b) Power Spectrum for a single host and three re-
ceivers, Partial Load case
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(c) Power Spectrum for a single host and three receivers,
Full Load case

Figure 3.20: Discrete Power Spectrum of the iteration rate time series showing the principal
frequencies under different conditions for the IS application. The Power Spectrum overlap for
different receivers is quite consistent showing stable behavior across receivers. We see that
the primary frequencies shift and decrease as load increases.
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Message size per iteration Iter Rate Predicted Exec time Actual Error %
0 456.43 NA 27.8 NA
400 411.27 30.8 31.4 1.94%
800 415.57 30.5 30.8 0.98%
2000 367.33 34.5 36.1 4.6%
8000 283.41 44.8 49 9.37%

Table 3.10: Predicted Iteration rate for the IS benchmark under different Patterns runs

under different conditions of cross traffic, achieved by changing the message size of the Pat-

terns benchmark. We see that the application slows down slightly, as the message size in-

creases. This is somewhat expected as the IS benchmark is more communication intensive.

The iteration rate measured also falls. The predicted execution time based on the measured

iteration rate is quite close to the actual iteration rate, with accuracy within 1% to 10% of the

actual predicted time. The accuracy does fall to a certain extent as the message size increases,

indicating some level of interference.

Overall, the effect of cross traffic in this experiment does not seem to affect the RIR itera-

tion rate methods significantly in their ability to measure and predict the absolute performance

of the IS benchmark. This is a good sign towards the use of these methods in shared environ-

ments where the hardware resources are shared amongst multiple BSP applications.

3.13 Implementation

All of the above techniques have been encapsulated in a single Perl script (currently 550

lines). The Perl script takes in 5 input parameters:

1. The tcpdump trace for the particular BSP process VM in text format.

2. The source IP identifier for the VM.

3. The sampling rate or the time by which the sliding window is advanced for every new

value.
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4. The RTT time amongst the VMs.

5. A short description string used to output the result files from the script - we shall denote

this bydstring.

The script then analyzes the trace and outputs all the performance metrics and any other

statistics that have been discussed previously namely, separately for each receiver:

1. TheRIRavg

2. TheRIRts in a separate file nameddstring-sourceip-destip.ts. Each line has two values:

time and the number of RTT-iterations inferred during the window starting at that time.

3. The RIR-CDF in a file nameddstring-sourceip-destip.cdf.

4. The RIR-PS in a file nameddstring-sourceip-destip.cdf.

5. A concise summary of dominant frequencies in the Power Spectrum by identifying the

various local maxima. These are output in a file nameddstring-sourceip-destip.pse.

6. The suggested sampling rate that would result in an energy cutoff of 95%. It validates

that the current sampling rate is reasonably higher than this cut-off sampling rate.

7. Stationary assumptions about the trace by computing the energy drop off as the trace is

truncated from the end.

The BSP applications themselves can use UDP or TCP protocols to communicate. The

script can handle both traces. A sample command line execution for the trace is:

perl ../sendDist.pl xen5-mg4-someload-4its.txt 165.124.184.176 0.02 400

check > check.report

The stdout output from the script has lot of extra information about each receiver including

the time series of the RIR-iteration rate, its power spectrum etc, along with summary results

for each receiver.
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The script uses a third-party Perl Module [84] to compute the FFT and the Power spectrum.

3.13.1 Notes on Packet Capturing and RTT Determination

For high performance packet capture, I used tcpdump as:tcpdump -n -nn -q -tt -i

vif12.0 net 165.124.184 -w dummy where dummy is the file where the raw packet trace

is output. Herevif12.0 is the virtual ethernet interface corresponding to the guest Xen VM.

Later a text dump from this raw dump can be recovered using:tcpdump -n -nn -q -tt -i

vif12.0 tcp and not port 22 -r dummy > dummy.txt

The RTT is an important number for inferring RTT-iteration rate. In our evaluation we

assume that the RTT is similar amongst all VMs since they were on the same cluster. The

RTT value is measured withpingas a composite of the minimum RTT value reported and the

stddev reported.

3.14 Making the System Work Online

In this chapter we have primarily explored the offline computation of the various metrics.

However in a runtime adaptation scenario, this information needs to be deduced online, while

the application is running, so that any adaptation decisions can be taken in a timely fashion.

There are two aspects to computation of metrics discussed in this chapter:

1. Computing the RIR time series from the traffic trace, and

2. Deriving other metrics from the RIR time series like the RIR-CDF or the power spec-

trum, that require additional computation over the time series.

Computing the RIR time series requires sampling the traffic from one of the processes. Since

only one side of the trace needs to be examined (the sender side), the RIR time series can be

derived in a very straightforward manner once the round trip time is estimated. Only the send
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packet inter-departure delays are required for the packets that belong to the VM/application.

This only requires looking at the timestamp of the packets and can be easily integrated into

VNET, in a similar fashion to VTTIF. This a constant stream of RIR values can be computed

from live traffic.

The 2nd order metrics likeRIRavg, RIR-CDF and RIR-PS require computing a Fourier

Transform of the time series. However this operation need not be real time. Computing the

Fourier Transform is required to understand how long the RIR series needs to be in order to

capture the empirical stationarity behavior for dynamic applications. However this is not in

the critical path of capturing the packets and hence can be computed whenever the desired

metric is finally computed.

In an online environment, periodic probing might be done for dynamic applications to

update these metrics and record their performance. Note that the RIR time series does not

need to be computed throughout, but only for the period of the probing, whose length is

ultimately decided by the stationarity criteria.

3.15 Conclusion

In this chapter, I have looked at a very important problem for an adaptation system whose aim

is to improve the performance of the application: How can we ascertain its performance at

runtime without specific knowledge of the parallel application or its environment? I have de-

veloped a novel technique based on the send packet analysis of the traffic emitted by processes

in the application, one that gives an accurate proxy for the performance of BSP applications.

I proposed a new black box metric called RTT Iteration Rate (RIR) based on this technique.

Building on the RIR metric, I further looked at much more complex applications like the

NAS benchmarks, whose performance behavior is dynamic. I then proposed a list of many

derivative metrics likeRIRavg, RIR-CDF and RIR-PS that capture the dynamic performance

behavior of the application. These metrics are summarized in Section 3.6. I evaluated their
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application to performance prediction of applications under different loads and show that these

metrics indeed are quite accurate for different applications and load conditions.

I also showed how some of these metrics could be used for other novel purposes like ap-

plication fingerprinting and for complex scheduling decisions. For example, I showed how

the application performance degradation under load actually depends on how computation or

communication intensive the application is and how this fact can affect scheduling decisions

for complex applications that display much a dynamic profile of computation/communication

behavior. I also talked about isolating different components of a task and data parallel appli-

cation in order to automatically cluster and schedule them in proximity.
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Chapter 4

Ball in the Court Principles for
Performance Imbalance

In this chapter we explore how to predict performance of a BSP application under different

load conditions using only black box techniques. The problem is stated as:

Given a BSP application that has its processes subject to some external load in a shared

environment, can we infer what its performance would be if we removed one or more of the

external loads (without actually removing them), using passive black box means and without

using new probes?

A BSP application usually consists of multiple processes executing a common BSP ker-

nel that implements the self-same algorithm. These processes compute, communicate and

synchronize with each other according to some schedule and different phases. In such an

orchestrated application, even if one process is affected, this can lead to a dramatic impact

on performance for the application. This is because this process will be unable to respond

and work in tandem with other processes effectively thus slowing the entire application down.

Even for a highly parallel BSP application, a single load can drastically alter the execution

time.



CHAPTER 4. INFERRING PERFORMANCE IMBALANCE 132

S1

S2

S3

S4

L1

L2

E
xe

cu
tio

n 
tim

e

No load L1 L1 + L2

Figure 4.1: The figure shows how one or more processes affected by local external load can
drastically affect the performance of a BSP application. It shows the possible effect of ap-
plying two different loads L1 and L2 on two different hosts and their impact on execution
time

4.1 Motivation and Benefits

Figure 4.1 shows an example scenario where the impact of external load on a 4 process BSP

application is illustrated. As shown on the right, even a single load can multiply the execution

time manifold. This was actually experienced in the last chapter, Black Box Measures of

Absolute Performance (Chapter 3), where we studied the ability to measure the performance

of an application under different load conditions. For example, for the IS application, the

execution time increased from 23 seconds to over 320 seconds, almost a 15 fold increase,

when just one of its processes was stressed with an external computational load. We also

saw that thesame external load can affect different applications differently, thus ruling out a

uniform decision making process for improving the performance of a BSP application under

external load. This observation is quite important: Since different applications are impacted

to different degrees for the same external load, it is important to figure out that impact before

making any decisions to improve such performance, especially when many such applications
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are involved in the scenario.

This leads us to the motivation and benefits for solving this problem. When such ap-

plications run in shared load environments where different processes can be under different

stresses, it can be unclear what the actual effect on application performance is. For a runtime

adaptation system like Virtuoso [38], that has to make decisions for adapting the resources and

re-arranging workloads so as to improve the individual and overall utilization and efficiency

of the system, this insight can make all the difference. Here we look at exactly this question:

For example, in the scenario of Figure 4.1, if we removed load L1 and L2, or migrated the

processes to different hosts, how will the application benefit?If we can figure out the answer

without actually activating the potentially costly adaptation mechanisms themselves, we have

achieved a huge win for such a system.If the system knows how badly the application is

actually affected by external load on one of the processes, it can act accordingly to alleviate

the situation, especially when there are limited resources and multiple BSP applications are

involved.

Note that we have two constraints to solving this problem that further increase the value

of the system:

1. Passive black box measurements: No new instrumentation of the application or individ-

ual knowledge about the BSP application should be needed, thus making the techniques

generic and useful to a wide range of applications.

2. No extra loading scenario needed: This constraint is very powerful. We want to de-

rive the no-load performance of the application using measurements completely self

contained in the loaded scenario, without using measurements from other scenarios. If

available, these extra measurements may be useful in improving the accuracy and ro-

bustness of the model, but this should not be a core requirement.

Operating with these constraints we would then figure out the performance impact of load
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Figure 4.2: An example of a BSP step that consists of p2 communicating with p1 and p3 and
also computing before sending out each processed message

on an application using passive measurements completely self-contained in the running sce-

nario. Thus this capability could be readily included in any resource or adaptation system

without alteration of the applications or extra measurements.

4.2 Ball in the Court Principle

To approach this problem of finding possible application performance without the load, with-

out actually removing the load, we need to take a closer look at the BSP application model

and how we can capture it indirectly using black box measurements.

A BSP application can have a multi-step super-phase where each step can consist of com-

putation, communication and synchronization phases. Within each step, each process could

communicate with various other processes according to a certain schedule and perform com-

putation asynchronously. The computation amongst different processes can overlap. In fact

parallel computation is what makes BSP an attractive model for computation. Figure 4.2

shows an example BSP step where p2 does some computation in between a fixed commu-

nication pattern with p1 and p3. The fixed communication pattern or the schedule can itself

change multiple times for a complex BSP application.

Intuitively, from the BSP model, each application does some local processing before send-
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ing out every message. Whenever it receives a message, it acts on the message and then sends

another message out, after some local processing. If we were to decompose the time for a

BSP application, this would consist of the local computation/data processing time for each

process (these can overlap amongst multiple processes) plus the communication time (which

also includes synchronization primitives). For a typical BSP application, the nature of the

local processing/computation is usually quite similar for each process resulting in a balanced

workload for each process, maximizing the parallelization.

Our approach towards solving this problem is to actually look at how a process gets af-

fected by external load and how this stretches the global execution time. Currently, we focus

on the situation where only one process is subject to external load and all others are running

without load on identical hosts. The network links and conditions are assumed to be sym-

metrical across all processes. Theoretically, if just one process is subject to external load, the

other processes are still unaffected and their behavior should not change. The only way the

entire application can be slowed down is because of theslower processing and response times

of the loaded process towards other processes. Since all processes operate in synchrony, the

iterations can proceed ahead only after the loaded process has completed its duties for that

iteration or step. For example, the computation times shown in Figure 4.2 can get stretched.

This would result in a larger application running time.

The essence of the idea is to get a measure of the processing/computation time on the side

of the loaded process for which it’s solely responsible and other processes depend on to pro-

ceed. If we can compare this with another unloaded process belong to the same application,

we could get an idea of the imbalance in the behavior of these loaded and unloaded processes

and possibly determine how much extra time the loaded process is taking and thus causing the

entire application to slow down.

We term these delays for tasks/responses that a process is responsible for asBall In The

Court delays. The ball here is the responsibility to interact with the other processes after
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its share of the computation for that iteration is complete. The court here is the local host.

It signifies the fact that the ball of returning the next message after the current iteration’s

computation is in process’s court and until it is done with its responsibility of sending the

next message to its partner processes (according to the BSP topology), it will slow down other

processes and thus the entire application.

4.2.1 Measuring BIC Delays

Having given a high level idea of the Ball In the Court principle, the essence is thus measuring

the BIC (Ball In the Court) delays of loaded processes and seeing them in comparison with

BIC delays of other processes, thus giving a clear picture of any performance imbalance and

also its exact magnitude. This is also based on the symmetry principle - the assumption that

different processes of a BSP application are workload balanced and thus these BIC delays are

comparable to figure out if a process is the source of extra delay.

What is the nature of these BIC delays? BIC delay could come from computation or

communication-related delays. As we have seen communication intensive applications can

in fact be more drastically affected than compute-intensive applications for the same external

computational load. Thus both of these sources can contribute to the net BIC delay.

The next step is actually being able to measure these BIC delays using black box means.

This is a challenging task, since without actually instrumenting the application, its difficult to

determine the exact BIC delay in each step. To approach this problem, lets take a look at the

packet traces corresponding to one of the processes. First of all we make the basic observation

that the packet trace of the process does capture the behavior of the process for the entire

runtime of the application. If we load a process externally, the extra delay and elongation of

application’s execution time will also reflect in the packet traces forall processes, not just the

loaded processes. How does this extra delay actually show up in a packet trace?

Lets examine a packet trace from a sample Patterns run. This Patterns application consisted
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Event sequenceType of Communication Delay (us)
1 Receive Packet 0
2 Send Ack 64
3 Send Packet 5907
4 Send Packet 1
5 Receive Ack 497
6 Receive Packet 5825
7 Receive Packet 212
8 Send Ack 72
9 Send Packet 5861
10 Send Packet 21
11 Receive Ack 365
12 Receive Packet 5883

Table 4.1: Table showing the delays between consecutive events from the above trace, for the
unloaded case

of 4 processes executing the all-to-all message topology. A sample excerpt of the packet trace

for an unloaded process is shown below:

1189054440.763595 IP 165.124.184.173.45824 > 165.124.184.176.54313: P 7433:8433(1000) ack 9629 win 411 <nop,nop,timestamp 280954206 281110627>

1189054440.763659 IP 165.124.184.176.54313 > 165.124.184.173.45824: . ack 8433 win 342 <nop,nop,timestamp 281110630 280954206>

1189054440.769566 IP 165.124.184.176.38608 > 165.124.184.172.59979: P 8581:8629(48) ack 7385 win 310 <nop,nop,timestamp 281110630 281086251>

1189054440.769567 IP 165.124.184.176.38608 > 165.124.184.172.59979: P 8629:9629(1000) ack 7385 win 310 <nop,nop,timestamp 281110630 281086251>

1189054440.769964 IP 165.124.184.172.59979 > 165.124.184.176.38608: . ack 9629 win 379 <nop,nop,timestamp 281086260 281110630>

1189054440.775789 IP 165.124.184.172.59979 > 165.124.184.176.38608: P 7385:7433(48) ack 9629 win 379 <nop,nop,timestamp 281086261 281110630>

1189054440.776001 IP 165.124.184.172.59979 > 165.124.184.176.38608: P 7433:8433(1000) ack 9629 win 379 <nop,nop,timestamp 281086261 281110630>

1189054440.776073 IP 165.124.184.176.38608 > 165.124.184.172.59979: . ack 8433 win 342 <nop,nop,timestamp 281110633 281086261>

1189054440.781934 IP 165.124.184.176.43412 > 165.124.184.175.35181: P 9629:9677(48) ack 8433 win 342 <nop,nop,timestamp 281110633 281017098>

1189054440.781955 IP 165.124.184.176.43412 > 165.124.184.175.35181: P 9677:10677(1000) ack 8433 win 342 <nop,nop,timestamp 281110633 281017098>

1189054440.782320 IP 165.124.184.175.35181 > 165.124.184.176.43412: . ack 10677 win 443 <nop,nop,timestamp 281017106 281110633>

1189054440.788203 IP 165.124.184.175.35181 > 165.124.184.176.43412: P 8433:8481(48) ack 10677 win 443 <nop,nop,timestamp 281017106 281110633>

In the above trace we see IP *.173 sending a packet to *.176. After that *.176 sends an ack

and then sends packets to *.172. *.172 then returns some packets, after which *.176 repeats

the behavior with *.175. If we analyze the timestamps on the left, we can compute the time

differential for each event from the previous event as shown in Table 4.1. We note that the ack

is sent by *.176 immediately after a delay of 64 us, followed by a larger delay of around 6 ms

for sending the next packet. This intuitively corresponds to some processing and computation

before sending the next message.

Keeping these inter-packet event delays in the mind for one of the processes (no external



CHAPTER 4. INFERRING PERFORMANCE IMBALANCE 138

load), now let’s examine the corresponding trace for the same application, where the process

being monitored is subject to a full 100% computational load in another sibling Xen Guest

machine.

1188377325.385764 IP 165.124.184.173.46574 > 165.124.184.176.33567: P 4289:5289(1000) ack 6485 win 315 <nop,nop,timestamp 111673138 111824712>

1188377325.409586 IP 165.124.184.176.33567 > 165.124.184.173.46574: . ack 5289 win 248 <nop,nop,timestamp 111824720 111673138>

1188377325.415445 IP 165.124.184.176.36308 > 165.124.184.172.55489: P 5437:5485(48) ack 4241 win 217 <nop,nop,timestamp 111824721 111805985>

1188377325.415467 IP 165.124.184.176.36308 > 165.124.184.172.55489: P 5485:6485(1000) ack 4241 win 217 <nop,nop,timestamp 111824721 111805985>

1188377325.415845 IP 165.124.184.172.55489 > 165.124.184.176.36308: . ack 6485 win 315 <nop,nop,timestamp 111806011 111824721>

1188377325.421760 IP 165.124.184.172.55489 > 165.124.184.176.36308: P 4241:4289(48) ack 6485 win 315 <nop,nop,timestamp 111806012 111824721>

1188377325.421944 IP 165.124.184.172.55489 > 165.124.184.176.36308: P 4289:5289(1000) ack 6485 win 315 <nop,nop,timestamp 111806012 111824721>

1188377325.445565 IP 165.124.184.176.36308 > 165.124.184.172.55489: . ack 5289 win 248 <nop,nop,timestamp 111824729 111806012>

1188377325.451530 IP 165.124.184.176.39408 > 165.124.184.175.47575: P 6485:6533(48) ack 5289 win 248 <nop,nop,timestamp 111824730 111737671>

1188377325.451558 IP 165.124.184.176.39408 > 165.124.184.175.47575: P 6533:7533(1000) ack 5289 win 248 <nop,nop,timestamp 111824730 111737671>

1188377325.451932 IP 165.124.184.175.47575 > 165.124.184.176.39408: . ack 7533 win 347 <nop,nop,timestamp 111737698 111824730>

1188377325.457419 IP 165.124.184.175.47575 > 165.124.184.176.39408: P 5289:5337(48) ack 7533 win 347 <nop,nop,timestamp 111737698 111824730>

We notice something peculiar here. Table 4.2 shows the time differentials for the corre-

sponding events. We note that the delay for sending the acks back from *.176 is huge (23822

us) compared to the previous unloaded case (64 us). In effect, the ball was in the court of *.176

to send the ack back so that sending for the partner process is confirmed. The time required

for this responsibility was greatly inflated due to external load. Besides the differential cor-

responding to sending ACKs, the other differentials are comparable. Especially note that the

delays that actually fall in the BIC delay for other processes are similar to the unloaded case,

thus indicating that the other processes are not affected by this load. Examining the actual

packet traces for other processes confirms this observation: their sending acknowledgement

or sending packet differentials are unchanged.

The elongation in BIC delay for *.176 results in a dramatically slowed down application.

When one of the processes is loaded, the application actually takes 52.32 seconds to execute

compared to 18.37 s in the unloaded case.

4.2.2 Developing a Formal Strategy

The above observations lead us to an interesting question: is it possible to estimate the BIC

delays for a process purely from the packet trace corresponding to a process? I have investi-

gated this question and many different trace-based approaches to come up with a satisfactory
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Sequence No Type of Communication Delay (us)
1 Receive Packet 0
2 Send Ack 23822
3 Send Packet 5859
4 Send Packet 22
5 Receive Ack 378
6 Receive Packet 5915
7 Receive Packet 184
8 Send Ack 23621
9 Send Packet 5965
10 Send Packet 28
11 Receive Ack 374
12 Receive Packet 5487

Table 4.2: The inter-packet event delays for the above loaded process case

answer. After some experiments I have formed a hypothesis and tested it successfully with

various applications under different circumstances.

To get an estimate of the BIC delay of the process using only the packet trace (which is a

black box requirement), I observed that every pair of consecutive events in a packet trace can

be classified as either a BIC delay or a non-BIC delay. Each record in the trace can be either

of the following:

1. Send Packet (SP)

2. Send Ack (SA)

3. Receive Packet (RP)

4. Receive Ack (RA)

As TCP packets have an ack piggy backed on them, such a packet can be actually viewed

as two packets: The ack and the packet itself.

Now we can start pairing up consecutive events to form event pairs. For example, SA

followed by SP would result in a SA-SP pair. From the 4 event possibilities, we can have
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BIC event pairs Non-BIC event pairs
RA-SA SA-RA
RA-SP SA-RP
RP-SA SP-RA
RP-SP SP-RP
SA-SA RA-RA
SA-SP RA-RP
SP-SA RP-RA
SP-SP RP-RP

Table 4.3: A table showing the event pairs classified as Ball in the Court (BIC) delays and
non-BIC delays.

16 types of event pairs for every record in the packet trace. Intuitively and also supported

by empirical experimentation, we can classify every * - S* combination as a BIC delay - the

intuition is that the process has either received a packet and its upto the process now to send

the next appropriate packet, or that it has sent a packet and has to send the next packet in

the message. For example, after receiving a message from a partner process, its up to the

local process to send the ack. This event pair is a RP-SA pair and is classified as a BIC event

pair. Table 4.3 shows all the possible event pairs and the classification into BIC and non-BIC

delays.

To actually estimate the BIC delay profile of a process, we take the following inputs:

1. The trace corresponding to that process for its entire execution, or a part of it. It consists

of n records,record1 to recordn.

2. The IP address corresponding to the guest VM or the host containing the local process.

(IPlocal)

For every recordRi in the trace, we create an event pair tuple< Ei1,Ei > whereEi−1 corre-

sponds toevent(Ri−1) andEi corresponds toevent(Ri). We also associate two properties with

every event pair: The time differential for the event pair and the partner process IP involved in

the current event. The time differential is simply the difference in arrival timestamps,Ti−Ti−1.
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The partner process IP is the other IP involved in the record with the local process IP. Thus for

each recordRi in the packet trace, we extract 4 pieces of information:

1. The timestamp corresponding to the record =Ti .

2. The event pair tuple< Ei−1,Ei >.

3. The time differential for these event pairs.

4. The partner process IP communicating with the local process IP.

All of these are output in a separate file also, to facilitate manual debugging and investigation.

After extracting this information from the trace, we output the following after further

processing of the above derived information:

1. The starting and the ending times of the trace (Tstart andTend).

2. The cummulative BIC delay: We sum up the time differentials corresponding to the BIC

event pairs and this is termed as thecumulative BIC delay. This is the total estimate for

the BIC delay for the process.

3. The BIC delay partitioned by partner IPs: Since different BIC event pairs correspond

to different partner IPs, different BIC delays fall in different IP buckets. We output this

paritioned BIC delay as well. The need for this will be further explained later.

4. The breakdown of BIC delays by different event pairs. This gives a finer picture of the

BIC delays.

5. The breakdown of BIC delays by event pair-partner IP tuples.

The last two items are actually quite useful for debugging, when comparing the BIC delays

for a process under different circumstances.
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Some Concerns Regarding this Method

The above method seems fairly simple and may seem to disregard some complex situa-

tions especially scenarios that involve overlapping communications with two or more partner

processes. It is also not clear how the computation is properly accounted for in the above BIC

delay counting method.

For example, suppose the following sequence of event transpires:

• A ⇐ B,

• A ⇐ C,

• A ⇒ B

. In this case, A is sending a response back to B, but the BIC delay that will be counted will be

the time difference in the last two events. It may be argued that the actual BIC delay is from

the 1st event to the 3rd, not the 2nd to the 3rd.This is actually a problem of finding the right

dependencies between receives and sends, which is quite difficult to do simply by looking

at the trace. However in our experiments it turns out that, statistically, these random packet

overlap effects cancel and balance out amongst multiple processes. Also, the communication

schedules for most BSP applications are quite clean - the sequence of receives and sends is

quite deterministic, thus reducing the cases of such overlap. Thirdly, it can be argued that

the delay between the 1st and the 2nd event doesn’t really need to be counted as a BIC delay

since its not really blocking the progress of other processes, since A is actually waiting for a

message to arrive from C.

One more concern is the proper accounting of local computation into BIC delays. If most

of the computation happens before sending a message, then it will be captured properly in the

BIC event pairings since these capture the delays between receiving a message, doing some

computation and then sending out the next message. However what about the computation
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Figure 4.3: Two scenarios for computation illustrating if it also happens in the non-BIC region.

that may happen in a non-BIC region? For example, the process may be computing after

sending a message and until the next message arrives. Figure 4.3 shows two possible cases

for such a scenario. In both the cases, timet1 corresponds to the computation done when the

process has sent a message and is waiting for a response. In the first case,t1 is shorter than

the time between sending and receiving the next message. This computation actually does not

impede the overall progress of the application since the process is waiting for a message from

the other host anyway. So this is not really a BIC delay. However, in the 2nd case, where the

computation may actually last longer then the time period between sending and reception of

a message, that time will be counted as part of the BIC delay in the above scheme, since it

will be part of the RP-SP event pairing for example. Thus, any effects on slowdown will be

captured properly with a high probability using the BIC delay approach. One of the claims

here is that other random effects will be balanced out amongst different processes and will not

bias the BIC delay negatively and positively for just one process and not for others.
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4.2.3 Evaluation: BIC Times for a Balanced Application

Having discussed the idea, detailed principles and methods to capture the BIC delay for

processes of a BSP application, lets examine the BIC delay for a sample BSP application.

We run Patterns using the following command-line arguments:

cd ~/pvm3/bin/LINUX

pvmpattern all-to-all 4 1000 500 100 12000 50 50

s

Traffic capture: We then capture the traffic for all 4 processes using tcpdump using the

following command line arguments:

tcpdump -n -nn -q -tt -v -i vif1.0 tcp and not port 22 -w xen1-unloaded-1

The above arguments allow quick capture with lesser overhead. The-q switch captures di-

rectly in binary packet format without parsing and writing a text description. We also do

filtering in this context to filter out packets that we know do not belong to the application. The

not port 22 argument for example, filters out the SSH traffic. The file generated can then

be converted into text format for processing by a script.

In an online setting, the overhead of traffic capture is likely to be similar to the overhead

in VTTIF’s case described in Chapter 2. We mainly need to count the inter-packet timing

differences for a set of selective events which is quite simple in principle and does not require

any sophisticated trace processing.

The application is run without any external load on any of the processes. Under these

circumstances we expect the BIC delay to be similar for all processes. The total runtime of

the application observed is 18.4 seconds. The BIC delays reported for the 4 processes are:

1. 176 : 8.85 seconds

2. 173 : 8.45 seconds



CHAPTER 4. INFERRING PERFORMANCE IMBALANCE 145

3. 172 : 5.845 seconds

4. 175 : 8.50 seconds

From the above numbers, we see that the BIC delays are quite balanced for an application

without any load. Almost all processes except one have the same BIC delays. One of the

processes (172) has some difference in its BIC delay. However what is important here is the

relative differences and here the imbalance is not high. That is our major concern here.

The report also outputs the number of BIC delays which were approximately 4500for all

processes. This indicates we are actually taking into account the same type of delays for all

processes.

Now let us see what happens if we load one of the processes with an external load.

4.3 Figuring No-Load Run Time Using BIC Principles
(Loaded Scenario)

Going back to our original problem statement, we want to find out if we can determine or

predict the runtime of a stressed BSP application if it ran without the external stress. In this

section we investigate an approach to solve this problem. We discuss various approaches,

that vary in their complexity and accuracy and demonstrate the techniques with actual BSP

applications.

To formalize the problem, we have a set ofn BSP processesP1...Pn, that may be under

different load conditions. What we want to find out is that how would the overall application

behave in terms of performance if a loaded processPi were to perform without that external

load. We do so by comparing to one or more other presumably unloaded or less stressed

processes. The way we compare the loaded process to others, and try to predict the run time as

if Pi was not loaded, can result in different approaches towards determining the improvement
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in performance of the application. We discuss 3 different methods to compare these processes

and come up with a predicted no-load time for the application.

4.3.1 Global BIC Balance Algorithm

We first start with a relatively simple approach that works reasonably well in predicting the

no-load runtime of a BSP application which has one of its processes externally loaded. We

call this the Global BIC Balance Algorithm.

The way it works is by comparing the overall BIC delay of a loaded process with an-

other presumably unloaded or less loaded target process and determining the imbalance in

performance. As discussed before, the BIC or Ball in the Court Delay is supposed to give

the time the process spends locally on the host. By comparing the BIC delays of different

processes belonging to the same BSP Application instance, we get a quantitative estimate of

how unbalanced different processes are.

In the end, what we want to find out is how might the overall application perform if a

loaded processPi were to behave like another (presumably unloaded or less stressed) process

Pj . It is assumed that all these processes belong to the same BSP application and are thus

executing the same BSP kernel. We termPi as the “loaded process” andPj as the “partner

process”. To figure out the imbalance in the application, we have three steps:

1. Select out the “loaded process” that we think is delaying the overall execution of the

application. To determine this there are various methods: We can monitor the local

load on the physical hosts and select the most loaded machine assuming it has the most

loaded process. Another approach is to take the process with the highest BIC delay as

the biggest contributor in application slowdown. A combination of these two may also

be used to validate each other.

2. Select a “partner” process and use it to measure the imbalance of the “loaded” process.
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Loaded process

Global BIC delay = t1

Global BIC delay = t2

Global BIC delay = t3
Global BIC delay = t4

Imbalance
  = t1–t2

Figure 4.4: The Global BIC Balance Algorithm illustrated

The goal behind choosing a partner process is to ask the question “What if the loaded

process was put in the conditions of the partner process ? How would the application

behave then?” Depending on the circumstance and opportunities for performance adap-

tation, this partner process can be manually picked, we can pick the process on the least

loaded machine automatically to get the most optimistic answers. Another approach is

to use the BIC delays for several other processes to arrive at a range of possible perfor-

mance improvement instead of a single value. This also takes into account any inherent

imbalances in the BSP application regardless of external load, and thus could give a

more realistic idea of the possible range of execution time improvement.

3. Compute the imbalances in the BIC delay between the “loaded” process and the other

“partner” process(es). This imbalance gives an idea of the slowdown being caused by

the loaded process.

As Figure 4.4 shows, we compute the global BIC delays for all processes belonging to the
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application. We call it the global BIC delay because a process’s BIC delay actually contains

components of interaction with different processes and the total BIC delay is the sum of all

local processing. To get the extra BIC delay for the loaded process we simply subtract the BIC

delay of the “partner” process.

Different estimates of slowdown: based on how we choose the “partner” process we can

get the most optimistic and pessimistic estimates of performance slowdown.

For a total ofk processes running for a BSP application, An upper estimate of slowdown

can be obtained from the following equation:

Slowdownmax= Maxi{BICl −BICi} (4.1)

whereBICi denotes the BIC delay of theith process and andBICl denotes the BIC delay of

the loaded process. Herei ranges from1 to k exceptl .

A lower estimate of the slowdown is obtained by:

Slowdownmin = Mini{BICl −BICi} (4.2)

wherei ranges from1 to k exceptl .

The range of slowdown is then thus[Slowdownmin,Slowdownmax].

As discussed earlier, sometimes we want to actually find out how the application might

speed up if the “loaded” process behaved like a particular “partner” process. In that case we

just use the BIC delay of that particular process and compute the imbalance.

4.3.2 Evaluation with Patterns Benchmark

We evaluate the above algorithm with the Patterns benchmark. We run the all-to-all topology

version of Patterns with 4 processes in guest Xen VMs, one of which is externally loaded with

another sibling guest VM. Obviously the entire BSP application is slowed down dramatically

because of the affected process. We want to find out how drastically the application has
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actually been affected.

We run the previous Patterns application using the following parameters:

cd ~/pvm3/bin/LINUX

pvmpattern all-to-all 4 1000 500 100 12000 50 50

We impose full computational load on one of the physical hosts in a sibling Xen guest VM

(Host 176). The total runtime for the same patterns application in this scenario is 52.34 sec-

onds, which is a substantial increase over the 18.4 second runtime in the unloaded case. Now

let us look at the BIC delays for the loaded vs the unloaded processes. On processing the TCP

packet traces for the loaded guest VM process vs an unloaded one, the BIC delays were as

follows:

1. 176 : 43.098 seconds (loaded)

2. 173 : 8.59 seconds (unloaded)

The above numbers show something really striking. We see that for 173 the BIC delay is prac-

tically unchanged! However for the loaded host, where an extra loaded Xen VM is running,

the BIC delay is greatly increased to 43.098 seconds. The extra imbalance caused by this

stressed process can be calculated by the difference between its BIC delay and another rela-

tively ”unloaded” process. The intuition here is that we want to find out what would happen

if the loaded process was instead running in the same condition as the other process that has

a lesser BIC delay. In this case the difference is 34.508 seconds. If we subtract this from the

total run time (52.34 seconds), we get a run time of 17.83 seconds. This is almost the same as

the original runtime of 18.4 seconds in the unloaded case.

This indicates that measuring the BIC delays as discussed above can be a very powerful

method to detect imbalance amongst processes in a BSP application, which can then be used

to infer the runtime of the application once these BIC imbalances are taken into account. In

this case we were able to infer almost exactly the runtime of the patterns application.
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4.3.3 Applying the Algorithm on the IS Application

In this section we examine the IS application using the simple Global BIC algorithm to com-

pute the imbalance.

Balanced case: In this case the total runtime is 14.36 seconds. BIC delays for all processes

in the unloaded case:

1. 176 : 4.92 seconds

2. 175 : 4.59 seconds

3. 173 : 5.22 seconds

4. 172 : 3.66 seconds

The BIC delays are quite balanced in the unloaded case. The sum is not equal to the total

runtime of course, since the BIC delays actually overlap amongst different processes.

Now let us look at the loaded case for the IS application. The total runtime in this case is

152.67 seconds which is 10 times larger than than the unloaded case (14.36 seconds). Being

able to tell this just by looking at the loaded case would be very useful to help migrate or adapt

the application and speed it up.

Now let us look at the BIC delays for each process:

1. 176 (the loaded host) : 133.58 seconds

2. 175 : 9.09 seconds

3. 172 : 10.75 seconds

4. 173 : 10.16 seconds

We see that the BIC delay of the loaded host is severely bloated compared to other hosts.

If we compare the BIC delays of 176 to 175,we forecast a difference of 124.49 seconds for the
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unloaded case. The actual difference in runtime between the loaded and the unloaded case is

138.41 seconds. The BIC imbalance is actually pretty close to indicating how much extra time

the loaded process is taking. Here it is off by around 10% using the simple BIC difference

technique. Getting such a good measure of the extra delay in the runtime of the process just

using passive measurements is quite promising and convenient.

4.4 Process-level BIC Imbalance Algorithm: Balancing Out
Biases

In the previous section, we saw a relatively simple algorithm that used the concept of BIC

delay to determine the quantitative slowdown of the BSP application. Though the algorithm

gives a rough estimate and worked well for the relatively simple Patterns application, in this

section we introduce a more refined and sophisticated algorithm that takes different process

level BIC components into account to compute a more accurate estimate of the slowdown.

Before we discuss the algorithm, I summarize some of the observations in the course of

my investigation with more complex BSP applications, that eventually led to this algorithm.

• It often turns out that even though all the processes have the same BSP kernel, the

amount of work they end up doing is not identical. This makes using the Global BIC

delay approach less accurate as it assumes that the BIC delay as a global metric regard-

less of the individual process-level interaction.

• Another phenomenon that I call the “load bias” comes into play if one of the process is

heavily loaded compared to other processes. The loaded process can negatively affect

the performance or the BIC delay of a non-loaded process too. Thus the BIC delay of

a process that remains unloaded gets inflated because of its interaction with the loaded

process. This inflation should actually be accounted in the BIC delay of the “loaded”

process, not the “partner” process.
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• The Global BIC delay algorithm uses the BIC delay of one of the processes to compute

the slowdown for that partner process or the bounds of the range of slowdown. How-

ever taking all processes into account to arrive at the slowdown can result in a more

accurate estimate of the slowdown. This is especially applicable if the different “part-

ner” processes are loaded differently and not running under the identical conditions of

zero load. Under such circumstances, if we just use one partner process to compute

the imbalance, it will result in a more inaccurate estimate of slowdown, since the other

processes may not be in conditions similar to the partner process used to compute the

imbalance.

The above observations have led to a more refined approach to computing the BIC imbal-

ance and then computing the ultimate slowdown. Instead of using the global BIC delay of the

process, it actually breaks down the BIC delay based on process interaction or the IP address

of the BIC delay event pair. For example, for the RP-SP BIC delay event pair, the BIC delay

gets classified according to the IP address of the receiver in the SP (Send Packet) event. Thus,

for all BIC delay event pairs combined, we get the BIC delay according to the recipient IP

addresses. Once we know the inter-process BIC delay, not just the global BIC delay, we can

compute the imbalance at the process level. This is the first refinement in the algorithm.

The second major refinement is the computation of the “load” bias that the loaded process

might have caused in the partner process. As we discussed above, the loaded process can

cause a slowdown in the partner process. We try to compute this “load” bias and account this

in the BIC delay of the “loaded” process.

4.4.1 The Algorithm

Input:

• Inter-process BIC delays of all processes. We denote byBICi j the cumulative BIC delay
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of processi for all BIC delay event pairs whose recipient is processj. Thus for k

processes, we will havek(k−1) inter-process BIC delays,k−1 for each process.

• The loaded process that we believe is causing the slowdown of the BSP application and

if migrated towards better load situations could result in improvement in performance.

We denote this process byPl .

Output:

• A quantitative estimate of slowdown for the BSP application caused by the suspected

“loaded” process. This could be a range denoting the bounds of slowdown for the given

instance of the application.

The Algorithm:

1. Bias Computation Step: For each non-loaded processPi wherei 6= l , compute apes-

simisticandoptimisticestimate of the load bias caused by the “loaded” process.

The most pessimistic estimate of bias is given by:

BICi,min = Min j {BICi j} ∀ j

BIASi,pes=
k

∑
j=1

BICi j −k×BICmin
(4.3)

The above equations assumes that the best BIC delay of processi towards other processes

is the minimum BIC delay we find towards any other process. If we subtract that mini-

mum BIC delay from the other BIC delays (which are obviously more than the minimum

BIC delay, thus indicating that the processi is acting slower towards other processes),

then the residue is the bias, or the slowdown towards other processes that isassumed

to be caused by the loaded process. This is the pessimistic estimate because this is

the maximum bias that we can compute since we take the minimum BIC delay as the

baseline.
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The most optimistic estimate of bias is given by:

BICi,avg = Average{BICi j} ∀ j

BIASi,opt =
k

∑
j=1

BIASavg
i j where

BIASavg
i j =

{
0 if BICi j ≤ BICavg,

BICi j − BICavg if BICi j > BICi,avg

(4.4)

The above expression computes a more optimistic number for the slowdown bias that is

assumed to be caused by the loaded processl . Instead of taking the minimum, we take

the average of the BIC delays of processi towards other processes. Then we subtract

that average from BIC delays for processi thatexceedthis average. This gives a more

conservative estimate of the bias.

The above optimistic and pessimistic estimates of the load bias are made using the as-

sumption that any differences of ProcessPi towards other processes are caused by a

slowdown bias caused by the loaded processPl . We attribute the reason for this differ-

ence to the “loaded” process.

Reason for choosing Minimum and Average for pessimistic and optimistic bias:

The slowdown bias caused in ProcessPi due to the loaded processPj can be computed

by assuming an ideal BIC delay ofPi towards other processes if this bias had not been

present. The way we compute this ideal bias affects our estimate of the slowdown bias.

Choosing the minimum of all BIC delays exhibited by processPi towards other processes

is the case that assumes the most optimistic case of ideal BIC delay and thus the most

pessimistic case of the slowdown bias, since we subtract the ideal BIC delay from the

actual BIC delays experienced by processPi towards other processes to compute the

bias.

Choosing the average for the optimistic case of the slowdown bias requires some more
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explanation. First of all when we choose the minimum BIC delay of processPi towards

others, we make the assumption that the BIC delay is actually the same towards all

processes. In practice this is not the case and there is usually some intrinsic imbalance

in the BIC delays of a process towards other processes, as seen in the balanced case

for the MG application (Table 4.4). Thus taking the minimum BIC delay is overly

optimistic. The other end of the spectrum is to compute a higher value of the ideal

BIC delay that could somehow take into account this intrinsic imbalance in the BIC

delays. We compute this ideal BIC delay by re-distributing the total global BIC delay

experienced byPi equally towards rest of processes.This ensures that we do not exceed

the global BIC delay forPi - we do not make the process slower overall.From this

higher value of the ideal BIC delay, we compute what may be the extra bias for process

Pi from the average BIC delay. This gives a much more conservative value of the bias

and is thus the optimistic version of the slowdown.

2. Imbalance computation step: Once we have computed the estimates of the load biases,

we now compute the un-biased BIC imbalance for the loaded process at the inter-process

level and then sum them up. To compute this BIC imbalance for the loaded process, we

compute for each non-loaded processi, the following quantities:

Imbalanceopt
li = BICli +BIASi,opt − (BICil −BIASi,opt) = BICli +2.BIASi,opt−BICil

Imbalancepes
li = BICli +BIASi,pes − (BICil −BIASi, pes) = BICli +2.BIASi,pes−BICil

(4.5)

Explanation: In Step 1, we computed the “load bias” caused by the loaded process, i.e.

the extra BIC delay that may have been caused by the “loaded” process. Our goal here is

to actually include that extra BIC delay in the BIC delay of the “loaded” process so that

we attribute it correctly. In the equations above, we are doing exactly that. To compute

the bounds for the possible imbalance, we first add the bias to the BIC delay of the

“loaded” process, since we attribute it to the BIC delay of the process causing it. Then
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we subtract from it the adjusted BIC delay for the partner processPi , which is equal to

its BIC delay minus the “bias”. This adjusted BIC delay reflects the BIC delay it might

have towards the “loaded” process without the bias. So we end up subtracting the “load

bias” twice in the final expression.

Since we have two values for the imbalance towards each “partner” process, the op-

timistic and pessimistic values, we use each of those to compute the optimistic and

pessimistic imbalance values towards each partner process.

3. Imbalance accumulation step: After computing the extremes of possible imbalance

towards each partner process, we sum up these imbalances to come up with a resultant

cumulative imbalance towards all of the partner processes.

CumulativeImbalanceopt
l =

i 6=l

∑
i

Imbalanceopt
li

CumulativeImbalancepes
l =

i 6=l

∑
i

Imbalancepes
li

(4.6)

These two values of cumulative imbalance give an estimate of the bounds by which the

application may have been slowed down due the loaded process. We can then denote

the range of slowdown of the application by the bounds[CumulativeImbalanceopt
l ,

CumulativeImbalancepes
l ]. This final range denotes the final result we want.

Notice that the above algorithm differs from the Simple Global Imbalance Algorithm in a

couple of ways. First of all it uses the BIC delay information from all the “partner” processes,

not just one partner process. Thus more measurement information is required for this algo-

rithm. Secondly, it gives a range of Imbalance, both optimistic and pessimistic values based on

how we determine the “true” BIC delay of the other “partner” process, and taking the “loaded”

process bias into account. In the Global Imbalance Algorithm, we got a single value of imbal-

ance depending on which partner process we used to compute the imbalance. A range could
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Figure 4.5: The Bias Aware Process Level BIC algo Illustrated. The Biased BIC delays for
each process pair are shown. Summing these up produces the cumulative BIC imbalance

also be deduced in that algorithm by taking the minimum and maximum of this imbalance

over various “partner” processes, but that range differs from the range computed in the current

algorithm.

Complexity

The above algorithm needs to calculate the bias for each of the processesPl communicates

with. They could ben in number. For each such process, we further need to calculate the

bias that may further taken steps for each of its interaction with all the other processes. Thus

algorithm’s time complexity isO(n2). It has the sameO(n2) space complexity due to the same

reasoning.

In the following sections we evaluate the above algorithm with some complex BSP appli-

cations, namely MG and IS.
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BIC 172 173 175 176
172 x 0.65 0.00 1.66
173 7.72 x 0.45 0.21
175 0.01 2.95 x 0.86
176 0.53 0.00 8.61 x

Table 4.4: The BIC delays of the 4 processes for the MG application under the balanced
condition, with no external load.

4.4.2 The MG application

As described earlier the MG or multi-grid benchmark from the NAS pack of BSP bench-

marks uses hierarchical algorithms, such as the multi-grid method, that lie at the core of many

large-scale scientific computations [25, 26, 29, 71]. It is typical of a popular class of BSP

applications. We evaluate the MG Application under load and try to infer the run time of the

application without load, without changing anything in the environment.

First, let’s see what happens if we run the MG application under a balanced setting, without

any external load.

Table 4.4 shows the inter-process BIC delays of the 4 processes (labeled 172, 173, 175

and 176 according to the last 8 bits of their IP address), when no external load is imposed.

In this situation the running time of the BSP application is 13.58 seconds. It is important to

understand that for each process, we break up its BIC delay according to the “partner” process

corresponding to the particular BIC event. Thus we do not deal with the global BIC delay but

the inter-process BIC delay. In the table we see that the inter-process BIC delays for different

processes vary a bit but still contained within a certain range (2 to 8 seconds). They are not

exactly the same as in the Patterns application because the way MG works is not completely

balanced and somewhat unequal amounts of work may be distributed to different processes.

For each process in the table, we see that it has a negligible BIC delay towards one of the

processes (e.g. see the BIC delay for 173 to 176 and vice versa). This is because in MG, each

process communicates with two other processes primarily, thus having significant BIC delays
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for only two of the remaining 3 processes.

Now after seeing the balanced inter-process BIC delays, let’s see the case where we load

one of the process’s (process 176) host machine with another loaded Xen VM. This would

slow down the performance of the entire application drastically. In fact the run time of the

application in this case is 56.25 seconds. This is a slowdown of over 42.67 seconds, or 314%

over the original run time! Now let us look at the inter-process BIC delays for the loaded case.

Table 4.5 shows the inter-process BIC delays for the loaded case of the MG application.

Now if we look at the BIC delays for the process 176, they are considerably larger than the

other processes. This validates our theory of inflated BIC delays in the case of external load. If

we compute the BIC imbalance for the loaded process with the other “partner” processes, we

get a range of imbalance. We have two cases, the optimistic case and the pessimistic case. For

the optimistic case, we compute the imbalance for each partner process assuming the impact

of the loaded process is minimum. For each process we get the following imbalance:

• Pair 176-172:BIC176−172 is 18.60 seconds.BIC172−176 is 11.74 seconds (most opti-

mistic). So the imbalance is 6.86 seconds.

• Pair 176-173: The BIC delays for this pair is negligible as they hardly communicate

with each other.

• Pair 176-175:BIC176−175 is 24.79 seconds.BIC175−176 is 2.98 seconds (most opti-

mistic). Note that 175 has a BIC delay of over 9.6 seconds towards 173. The total

imbalance for this pair is 21.81 seconds.

From the above, the total BIC imbalance in the optimistic case is 21.81 + 6.86 = 28.67

seconds. This is the lower bound for the slowdown.

Now let’s examine the pessimistic bound. We compute the inter-process imbalance as

follows:
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BIC 172 173 175 176
172 x 1.37 0.01 11.74
173 5.65 x 1.85 0.21
175 0.02 9.61 x 2.98
176 18.60 0.08 24.79 x

Table 4.5: The Inter-process BIC delays for the MG application in the loaded case.

• Pair 176-172:BIC176−172 is 18.60 seconds.BIC172−176 is 11.74 seconds. ButBIC172−173

is 1.37 seconds. In the pessimistic case, we assume that the extra delays are caused by

the loaded process. In this case this bias amounts to 11.74 - 1.74 = 10.37 seconds. So

we take the effectiveBIC172−176 as 11.74 - 10.37 (the bias) = 1.74 seconds. We take the

effectiveBIC176−172 as 18.60 + 10.37 (the bias) = 28.97 seconds. So the net imbalance

for this pair is 28.97 - 1.74 = 27.23 seconds.

• Pair 176-173: The BIC delays for this pair is negligible as they hardly communicate

with each other.

• Pair 176-175:BIC176−175 is 24.79 seconds.BIC175−176 is 2.98 seconds. All the other

BIC delays for 175 are only more than 2.98 seconds, so we cannot be more pessimistic

in the imbalance than using this value itself. Thus the total imbalance for this pair is

21.81 seconds.

From the above adjusted pessimistic imbalance, we get the total pessimistic BIC imbalance

as 28.97 + 21.81 = 50.78 seconds.

Thus from the above two steps, using our algorithm we get the slowdown range as [28.67

seconds, 50.78 seconds]. The actual slowdown 42.67 seconds, does lie within this range. This

shows how the process-level BIC imbalance algorithm gives a good quantitative estimate of

the slowdown of the MG application under load.
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4.5 BIC Reduction Graph Approach for a Multi-load Situ-
ation

In this section we take on a slightly more complex version of the load problem: suppose more

than 1 process belonging to the application is loaded. This is a multi-load situation that will

cause a inflated BIC delay in more than process. Our goal is to still infer the no-load runtime

of the application under such a circumstance. This can be very useful in practical situations

for obvious reasons.

To solve the multiload problem, we developed an extension of the process-level BIC imbal-

ance algorithm, that applies the process iteratively resulting in a multi-step reduction process.

The goal is to balance out the BIC delays appropriately amongst processes so that there are

no big imbalances in BIC delay. For example, if we load two processes with an external load,

their BIC delays will inflate compared to others. Even if we compute the imbalance for one

loaded process, we will still have imbalance in the system because of the other loaded process,

thus giving more scope for further reducing the imbalance.

In the algorithm described earlier, we had two bounds: a pessimistic one and an optimistic

one. For each bound, we resolve the imbalance in different ways. In our current extension, I

develop a more generic version of the previous process-level BIC imbalance algorithm.

Looking at the algorithm at a high level, what we are trying to do is to resolve the imbal-

ance for the most loaded process at a process level. That is, we look at its BIC delays towards

its other partner processes that it may be communicating with, and then try to count the imbal-

ance. In a more generic sense, we can actually continue the process of counting this imbalance

after the first loaded process. We need not stop the balancing act after the first loaded process.

Specifically, we had two bounds that we defined: the pessimistic bound and the optimistic

bound. For each of these bounds, we could continue the process of balancing until we reach a

“fair” amount of balance amongst the processes i.e. there are no obviously loaded processes.
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The downside to this approach is that if we continue the process of correcting imbalance too

far, we may end of stretching the range far too much (i.e. the upper limit may become too

large) and it may reduce in its usefulness. So proper caution has to be undertaken when we

keep on trying to push the bounds.

4.5.1 Multi-iteration BIC-delay Bias-Aware Imbalance Algorithm

In this section we describe the multi-step process for the previously discussed process level

BIC-delay Imbalance algorithm. Each step consists of these high level steps repeated over and

over:

1. Identify: Identify themost loadedprocess to balance.

2. Test: See if it meets the requirements for aloaded process.

3. Balance: Apply the process-level BIC imbalance algorithm balancing steps and re-label

BIC delays according to the method used: optimistic or pessimistic. Also note the

“imbalance” removed using this balancing step.

4. Repeat: Repeat the process until we fail to obtain asufficientlyloaded process.

As explained before, we want to put a limit on when to stop balancing, so as not to “over-

balance” the BIC delays resulting in over-estimate of the slowdown. In any BSP application,

there is bound to be some amount of inherent imbalance and we do not want to completely

flatten it out.

Each of these steps requires discussion:

1. Step 1 - Identify: Of all the processes that are available for balancing, ideally we should

pick the one that is the current bottleneck for the whole BSP application. In a symmetric

BSP application, one simple way is to choose the process that has the highest global
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BIC delay. Another more involved way is to compute the BIC imbalance using the

inter-process method and then choose the process contributing to the highest imbalance.

2. Step 2 - Test: After we identify the next “loaded” process, we also need to find out if its

worth continuing the process of balancing for the reasons mentioned above. For this we

need to set a metric. For example, if the current imbalance value isx seconds, we choose

to continue this step only iff this loaded process is causing an imbalance of atleastpx

seconds, wherep < 1. In our case, for example, we choose a value ofp = 0.1.

3. Step 3 - Balance: In this step we do the actual balancing act, by copying over the new

BIC delay values from the “partner” processes that this loaded process is imbalanced

with. The new BIC delay values used to compute the imbalance actually depend on the

approach used: for optimistic we could take the average of the BIC delays of the partner

process and for pessimistic we could take the minimum of the all the BIC delays of the

partner process.

An important part of this step is the relabeling of the BIC delays for the loaded process.

After computing the imbalance, we relabel the BIC delays of the loaded process with

the new BIC delays computed from each of the partner processes that the loaded process

is communicating with. Note that this step was not emphasized in the previous section

where only one step was actually undertaken to compute the imbalance. However in our

multi-step version of the algorithm, we need to make sure the new BIC delays are used

to re-label the loaded process so that we can continue the process of balancing with the

next loaded process.

4. Step 4 - Repeat: The above steps are repeated until we terminate at Step 2 - Test after

certain number of steps.
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BIC 172 173 175 176
172 x 3.97 0.01 12.38
173 8.73 x 1.17 0.19
175 0.03 10.67 x 2.28
176 22.96 0.13 26.11 x

Table 4.6: BIC delays for the 4 processes in the MG application under a multi-load situation.
Process 176 is subjected to full external computational load and Process 172 to a partial one.

Complexity

For each balancing step, the number of operations can beO(n2), due to the same reasons as

explained in the previous section. However in this multi-step version of the algorithm, each

balancing step can occurn− 1 times in the worst case, though it may stop much earlier in

practice owing to the test stage(Step 2). Thus the overall time complexity of the algorithm is

O(n3), wheren is the total number of processes.

The space complexity of the algorithm remainsO(n2). As each step is independent from

the previous step, there is no extra space use being introduced at each step of the iteration.

4.5.2 Evaluation with the MG application

To illustrate the above method, we run the same MG application as before, but this time under

a multi-load situation. We impose a full external computational load on one of the physical

hosts using a sibling Xen VM (on process 176) and a partial computational load (60% when

VM is isolated) on the physical host running another process (process 172).

Under these conditions, the runtime of the application turns out to be 65.16 seconds, com-

pared to the 13.58 seconds runtime without any load on the host machines. This amounts to

a slowdown of 51.58 seconds, much more than the 42 seconds slowdown experienced in the

single loaded case before.

We now apply the algorithm to the above table to compute the new BIC delays and start

computing the imbalance after each of the steps.
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Iteration 1

1. We note that the global BIC delay of Process 176 is the largest compared to others (49.2

seconds) so we choose it as the loaded process.

2. Since currently the imbalance is zero, we continue the process of balancing.

3. Note that we compute two values of new BIC delays for the loaded process, correspond-

ing to the optimistic and the pessimistic approaches. In this case, 176 communicates

with 172 and 175, with negligible communication with 173. For the optimistic case,

we compute the average BIC delay for the partner processes 172 and 175. They are 8.2

and 6.5 seconds respectively. For 176-172 pair, since the new BIC delay for 172 is 8.2

seconds, the imbalance is 22.96 - 8.2 + (12.38 - 8.2) = 18.94 seconds. Similarly for

172-175 pair, the BIC delay for 175 is 6.5 seconds. The imbalance is thus 26.11 - 6.5

= 19.61 seconds. Thus the total imbalance is 19.61 + 18.94 = 38.55 seconds, for the

optimistic case, after one step. We also label the new BIC delays for 176 towards 172

and 175 as 8.2 and 6.5 seconds respectively.

Similarly for the pessimistic case, where we take the minimum of the BIC delays of the

partner processes as the new BIC delay, the new BIC delays for 172 and 175 are 3.97

and 2.28 seconds respectively. The imbalance for 176-172 is 27.4 seconds, including

the bias. For 176-175, the imbalance is 23.83 seconds. Thus the total imbalance comes

to 51.23 seconds. We also relabel the BIC delay of 176 with 3.98 and 2.28 respectively.

At the end of this Step 1, we have the range of slowdown as[34.37,51.23] seconds. We

also have labeled the BIC delays of 176 for the two different approaches. After the re-labeling,

the new BIC delay table looks as shown in Table 4.7.
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BIC 172 173 175 176
172 x 3.97 0.01 8.2/3.97
173 8.73 x 1.17 0.19
175 0.03 6.5/10.67 x 2.28
176 8.2/3.97 0.13 6.5/2.28 x

Table 4.7: The new BIC delays for different processes after Step 1. Note that two BIC delays
are shown for some processes for the optimistic and pessimistic cases respectively.

Iteration 2

We now proceed to the next step in the balancing process. Our starting reference point is now

Table 4.7 that we got after applying Step 1.

1. First we identify the most loaded process. In this case, we choose 172 as the most loaded

process.

2. To determine if we should consider the additional BIC imbalance because of 172 we

process step 3 and then apply the test for including the new loaded process.

3. Now we compute the optimistic and pessimistic imbalances with 172 as the loaded

process. 172 communicates with 173 and 176. For the optimistic approach, 172 is

actually balanced with 173. With 176, its BIC delay is 8.2 seconds. For 176, it’s average

of BIC delays would be 7.35 seconds. This leads to an imbalance of 8.2 - 7.35 = 0.85

seconds. Thus the total optimistic imbalance is 0.85 seconds seconds.

For the pessimistic approach, in the 172-173 pair, the minimum BIC delay for 173 is

1.17 seconds. Thus the imbalance in this pair would be 3.97 - 1.17 + (8.73 - 1.17) =

10.36 seconds. For the 172-176 pair, the min delay for 176 is 2.28 seconds. Thus the

imbalance is 3.97 - 2.28 = 1.69 seconds. Thus the total imbalance is 10.36 + 1.69 =

12.05 seconds.

4. We see that for the optimistic bound the increase in imbalance (0.85 seconds) is not
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significant. Thus we do not include it. However we do include the imbalance for the

pessimistic bound (12.05 seconds). Thus the revised range for the slowdown is [34.37,

63.28] seconds.

We choose to stop the multi-step process here since the increase in imbalance has greatly

slowed down at this step. We see that the actual slowdown of 52 seconds lies within this range.

4.6 Issues

While capturing the traces and processing the results to compute the BIC delay for each, there

are couple of things to keep in mind:

• Clock synchronization: Since we want to make sure we capture the traces for the same

application instance and then compare BIC delays across this instance, we want to make

sure the clocks across these machines are synchronized. We have usedNTP [147] for

this purpose. The millisecond-level synchronization precision provided by ntpd (ms

level) works pretty well for our purpose.

• Anchoring while measuring the BIC delays: When we are capturing traces, there

might be other interfering packets in the trace and we want to make sure we start count-

ing the BIC delay at the right point in time for processes belonging to the same appli-

cation instance, especially if the traces are captured for a longer period than what we

are measuring. For this purpose we choose one process as the “anchor” process with

its correct starting and ending times. With this process as the anchor, we make sure we

process the trace for other processes correspond to the same time period as the “anchor”

process so that we count the BIC delays for the same time period. The key is identifying

the right time period for the “anchor” process. In the offline case, this could be identi-

fied using the SYN/FIN packets in the trace. For the online case, we just capture and
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process the trace precisely for the period for which we are measuring the BIC delay and

then process the BIC delay for the same time period for all fellow processes.

4.7 A New Metric for Global Performance Imbalance of a
BSP Application

We introduced the concept of the BIC delay and then applied it to compute the imbalance

across processes and ultimately a quantitative measure of the possible slowdown of the BSP

application. We now discuss another application for the BIC delay: Imbalance in BIC de-

lay across the application. The idea is to give a quantitative measure of how imbalanced the

processes of the BSP application are in local processing. This can give a great idea of the het-

erogeneity of the environment and possibly the input affecting the benefits of parallelization

of the application. A highly imbalanced application can indicate the need for greater attention

compared to other applications, for purposes of adaptation etc. It can be useful metric in adap-

tation algorithms so as to make sure no application is adversely affected by external factors

and causing a huge imbalance in the application.

There are two possible ways to compute this imbalance: Global and at the inter-process

level. We talk about some possible imbalance metrics for both of these types.

4.7.1 Global Imbalance Metrics

In the global metrics, we use the Global BIC delay for measuring the imbalance and forego

the inter-process level imbalances in the system. This can give a good idea of how different

the are local processing times for different processes participating in the application. There

are two useful metrics:

1. Standard deviation from average:These are the simplest possible measures of imbal-
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ance. We can define:

Imbalancestdev= stdev{BICpi ∀ i} (4.7)

For example for the MG application, the BIC delays for different processes are 2.31,

8.38, 3.82 and 9.14 seconds in the balanced case(Table 4.4).Imbalancestdev for the

balanced case is thus 3.36. In the loaded case(Table 4.5), the global BIC delays are

13.12, 7.71, 12.61 and 43.47 seconds.Imbalancestdevfor the loaded case is thus 16.34,

which significantly larger than the balanced case!

2. Squared Distance from Minimum: This measure computes how far much larger the

BIC delays of all processes in an application are from the minimum. If the BSP applica-

tion is symmetrical, it gives an idea of how much more work other processes are doing

compared to the one with the minimum BIC delay. We define it as:

Imbalancemin−distance=
√

∑(BICi−BICmin)
2−BICmin ∀ (i 6= min) (4.8)

Note that we subtractBICmin from the expression to account for differences in imbalances if

two applications with different running times show different difference from the minimum..

If two applications show the same differences in BIC delays from theBICmin, the imbalance

in the application with the smallerBICmin is much larger. Using the above expression, the

Imbalance will actually be reported as negative if the imbalance is less than the min BIC

delay.

As an example, in the balanced MG application(Table 4.4) case,Imbalancemin−distance

comes out to be 6.95. For the loaded case(Table 4.5),Imbalancemin−distance is 28.78, much

higher than the balanced case.
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Balanced case Loaded case
% Change
Imbalancestdev 3.36 16.34
386%
Imbalancemin−distance 6.95 28.78
314%
Imbalanceinter−process 18.66 40.48
117%

Table 4.8: Table showing the different imbalance metric values for the balanced and the loaded
case for the MG application

4.7.2 Process Level Imbalance Metric

This metric takes into account the inter-process level BIC delays to compute the imbalance

amongst different processes. The idea here is to compute the difference in BIC delays among

different processes. Thus, even though processes may have similar global level BIC delays,

it can give us a finer grain picture of any imbalances inherent in the application because of

the nature of input or the algorithm. We define it as the difference in BIC delays across all

inter-process interactions:

Imbalanceinter−process= ∑ | (BICi j −BICji ) | ∀ i, j where i 6= j (4.9)

For the balanced MG case 4.4,Imbalanceinter−processcomes out to be 18.66. For the

loaded case 4.5, it is 40.48. We see that the difference in the measure if imbalance is not

that large compared to the global measures of imbalance. This is more of a measure of the

internal imbalance in the application which may be present even if the application seems to be

balanced at the global level.

Table 4.8 summarizes the results from different imbalance metrics for the balanced and

the loaded cases of the MG Application.

In the next section we talk about how these metrics can actually be used to understand

different aspects of imbalance and performance issues with the application.
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4.7.3 Which Balance Metrics are most Appropriate?

We have introduced two types of imbalance metrics: global and process-level. Which of

these are more appropriate? As we noted above, it depends on the purpose for which we use

them. For example, global imbalance can be used to immediately measure the amount of

heterogeneity in work done by different processes. It can also be used to get an approximate

idea of the extent of the slowdown of the process by comparing other processes with the fastest

process. We list the suitability of different balancing metrics below:

• Heterogeneity: Imbalancestdevis a good measure of the variance in different BIC times

of different processes and hence is a good metric to expose the heterogeneity in local

processing times. It does not expose thecauseof heterogeneity though: it may be

induced the application itself, the input or the external environment.

• Extent of slowdown: Imbalancemin−distancegives a great idea of how slow the applica-

tion might be running compared to the fastest process i.e. the process with the min BIC

delay. This can also indicate how much application performance could be improved.

• Internal imbalance in the application: The previous global metrics do not take into ac-

count different BIC delays that a single process may exhibit towards different processes.

For example, process A may have vastly different BIC delays towards B and C, even

though their global BIC delays may be similar.Imbalanceinter−processgives a great idea

of imbalance at that level. This can help understand any lower-level imbalances arising

from skewed input or the BSP algorithm. Note that its imbalance reporting may not be

correlated to the previous global slowdown metrics, hence may need to be interpreted

according to what it signifies as discussed here. In other words, this metric helps us find

the cause of imbalance.
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4.8 Conclusion

In this chapter I proposed the novel problem of understanding how slowed down a parallel ap-

plication is due to the impact of external load. I have developed novel methods and algorithms

to answer this seemingly un-obvious question and evaluated them under different scenarios. I

introduce the notion of The Ball In the Court delay and then design three algorithms based on

the concept of computing the imbalance in the application once the Ball in the Court delays

are computed for each process. These algorithms are:

1. Global Imbalance Algorithm

2. Process-level Bias Aware BIC imbalance algorithm

3. Multi-load BIC imbalance algorithm

These algorithms can greatly empower an automated adaptation system. One of the biggest

decisions in such a system is that of deciding the proper placement of different processes or

VMs and among the available physical hosts. Often we need to migrate processes or VMs to

improve performance. However it is incredibly useful to know how useful the migration might

be before actually executing the costly mechanism. The algorithms in this chapter allow the

system to do just that. These algorithms can be completely automated as well and only need

access to the traffic traces for the application, which is a completely black box operation.
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Chapter 5

Finding Global Bottlenecks via Time
Decomposition

In this chapter, we discuss the problem of finding global bottlenecks in a BSP application

using black box methods, and tie in results from previous chapters and new techniques to

describe a holistic method for converging to the reasons for performance slowdown in a BSP

application. In a BSP application, there is high correlation amongst different processes in their

activity and communications, creating inter-dependencies. For example, in a BSP application

with a ring topology, if a single process in that ring is blocked because of saturated CPU, all

other processes may be slowed down as well because of the cascading effect - the blocked

process will result in a slowdown in communication to its neighboring processes and thus

propagate the slowdown to all the processes. An entire application may be blocked due to an

isolated issue that slows down a single process and thus creates slowdown in all processes in

the dependency chain.

5.1 Some Questions to Answer

Some questions that should be answered to solve the problem of finding the global bottleneck

for an application are as follows:
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1. What are the different reasons why the application or a part of it can be blocked?

This question is addressed in the next section 5.2.

2. How can we detect if an application or a part of it is blocked because of any these

reasons? We have addressed this question in Chapter 4 for host-based bottlenecks. We

further explore it in this chapter, encompassing bottlenecks arising out of the network.

3. How can we infer which process(es) of the application is/are blocked? Chapter 4 de-

scribing the Ball in the Court Principle, which not only detects if the application is

unbalanced in terms of performance but also is able to identify which process is the

culprit behind the imbalance.

4. How can we isolate these reasons for blockage? In this chapter, we describe how once

we converge to a possible location for the bottleneck (which could be a host or a part

of the network), we can use performance measurement tools available in Unix/Linux to

further converge to the underlying reason behind the slowdown.

5. Can we detect howbadly the application is blocked? What speedup could be achieved

if the blockage is removed? This question can greatly assist in adaptation and migration

decisions. A quantitative measure of slowdown can be helpful in deciding which appli-

cation to help if multiple applications or decisions can be made. Chapter 4 explored this

question in detail and outlined various methods to give a quantitative estimate of how

badly an application is affected by external load.

5.2 Possible Bottleneck Causes

As mentioned previously, an isolated single cause can cause the slowdown/blockage of the

whole application. In order to discover these causes, we must have an idea of the possible
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origins and the actual nature of these causes. The causes that may cause the slowdown of the

application are:

CPU saturation Another process or guest VM is using the CPU and saturating this resource

along with our VM under analysis (VMA), thus slowing down the VMA. The CPU

saturation may also be caused by CPU usage in the hypervisor, or dom0 in Xen, for

example.

Disk Saturation A disk-intensive guest VM is interfering with the Io operations of the guest

VM. Whether this interferes only with disk operations of VMA or other operations too

is to be investigated.

Network contention Another guest VM is performing heavy network Io, thus affecting net-

work Io of the VMA. This can affect both the blocking time, number of network oper-

ations and the bandwidth achievable by the VMA, thus affecting BSP applications that

are more communication intensive.

Network link congestion Apart from local network affects, the network itself may have con-

gestion that affects efficient communication amongst BSP application processes. The

congestion may result in dropped packets, higher latency and reduced bandwidth for the

application.

5.3 Different Models of Detecting Bottlenecks

In this section I give a high level overview of techniques that can be used to detect bottlenecks.

Each approach has its benefits and issues. In my work I use one of these approaches only.

However its useful to see it in the context of other possible approaches to get perspective.
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5.3.1 Reactive Model

In this model, we actively monitor the performance statistics of a BSP application such as

its CPU utilization, network utilization, disk utilization, execution rate per second (Chapter 3

provides these tools) and then look for any drastic changes in these metrics that might indicate

a slowdown in the execution of the application. For example, if the network traffic coming out

of a host on which a particular VM is mapped falls drastically, it may indicate a performance

issue on that host. It could either be a CPU or network contention issue. The change acts as a

trigger to take action and figure out the reason for the slowdown - is it due to a sudden change

in the internal behavior of the application or is it due to some external cause?

Pros:

• This model can give a potentially more accurate understanding of dependencies amongst

a set of processes compared toequilibrium state detection.

• This model can be used to ask the question: “Tell me about big changes that happen for

an application”, “when they occur” and “the reason for the big change”

Cons:

• The model requires constant monitoring of an application, which means higher moni-

toring overhead.

• The model may not accurately reveal the main cause for blocking or slowdown. For

example, if a certain process blocks, it will change the iteration rate of all processes at

the same time and it may be difficult to isolate the original process that led to the change.

5.3.2 Equilibrium State Detection Model

This model does not assume active monitoring for triggers. The goal here is to detect any

potential bottlenecks and then causes for performance slowdown in a currently running appli-
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cation just by passively observing its various signals. We may need to correlate signals and

traces from different VMs to recognize any anomalies and use them to draw conclusions about

any performance bottlenecks in a BSP application. This could be somewhat more challeng-

ing to achieve than the reactive model since there are no events that are monitored or taken

advantage of to give a hint of where to look for a performance bottleneck.

Pros:

• This model can introduce a probe at any point in the system to detect any problems with

execution of the current application, without doing monitoring all the time

• Using passive measurements of various signals, it may be able to figure out the actual

cause behind the blocking/slowdown of the application.

Cons:

• The model may not detect any issues in execution of the application depends on the

sophistication of the inference techniques. For example a sudden change in traffic for

one of the VMs may indicate an increase in communication which can be caught by a

reactive model. But after the event has taken place, the equilibrium model may or may

not be able to detect that the application is running slower/faster after the fact, depending

on the techniques themselves. Reactive approaches can indicate a change in application

behavior more easily and quickly whereas in equilibrium approach it really depends on

how sophisticated the inference techniques are.

In my work I have focused on the equilibrium based model because of the advantages

mentioned above. Chapters 2, 3 and 4 are good examples of such an approach. All of these

chapters involve passive monitoring and extracting interesting patterns from the traffic traces,

giving quantitative measures of different useful quantities like application performance or

slowdown caused by external load. In this chapter, I further follow this approach towards

solving the global bottleneck problem.
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5.4 Time Decomposition of Application Execution

One of the first steps towards identifying performance bottlenecks in an application is to get

a clear picture of where the application is spending its time. For a BSP application, the total

time spent is decomposed into local and network parts. If we can break down the execution

time into its various components at the process level and resource level granularity it can give

us a clear picture of where the application bottleneck might be.

A BSP application’s time is either spent in local computation, I/O or in network commu-

nication. We took the first step towards identifying this time decomposition in Chapter 4 by

introducing the notion of BIC (Ball In The Court) delay. BIC delay is a black box measure

that quantifies time spent processing locally for each inter-process interaction. We showed

how this knowledge could be used to identify potential imbalance in the application, the ex-

tent of slowdown, and a quantitative estimate of the potential speedup if the imbalance is

removed.

Apart from the host being a bottleneck, the only other resource which may cause a slow-

down in the application’s execution is the network. In this section we discuss how can we

give a finer picture of the use of this resource by the BSP application based on the black box

observations of the traffic being emitted from the VM. Our overall goal is to find thetime

decompositionof a BSP application to identify where it is spending most of its time and if any

components are anomalous. This decomposition is a very powerful black box tool to probe

into the performance characteristics of a BSP application.

What are the various metrics that we can derive for the network? Some important metrics

for the network time decomposition that we output from the black box analysis are:

1. Total number of messages sent:This is the estimated number of messages sent by

each VM hosting one of the parallel application’s processes. This can give an idea of

which processes are most message intensive in case not all processes are symmetrical.
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A message-intensive process could be better placed in order to further improve the per-

formance of its intensive communication behavior.

2. Average latency observed per message:This metric gives an estimate of the one way

delay observed for each pair of processes. In our implementation, we output different

latencies observed for each pair if they differ drastically during the trace probing pe-

riod. This metric can help identify any links that may be have unusually high latency

compared to other links

3. Cumulative message latency:This metric is a function of the link latency and the

total number of messages sent. In some sense it is a more useful metric than average

latency because it gives a sense of how much time the application is actually spending

in communication for each pair of processes in the latency part. If this time dominates

the overall execution time, then this part may be worth optimizing as a priority. If the

cumulative latency is big, it implies lot of small messages which means the focus should

be on getting VMs close together.

4. Approximate rate of message transfer (proxy for bandwidth): This metric serves

as a proxy to indicate the bandwidth or message transfer rates of various links. It’s

difficult to get the actual bandwidth per message but an approximate proxy serves as a

good indicator any congestion issues on the link that can indicate non-latency related

problems with the network.

5. Cumulative message transfer time:This metric is an approximate measure of the total

time spent transferring messages in the non-latency part of the communication. This is

somewhat more useful than the previous rate of message transfer metric as it also takes

into account the frequency of messages sent for each pair, thus giving a more complete

picture of where extra time maybe going in the bandwidth component of the time. If the
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message transfer time is large for a particular link, the performance of the application

could be improved by moving the VM pair to a faster link.

Note that each of the metrics is reported for each inter-process interaction. Thus for an

application withn processes, we report
(n

2

)
instances of each metric. This can give us a very

fine grain picture of where the application is spending its time and of any imbalance at the

process and resource level, helping us converge to the real cause behind the slowdown.

5.4.1 Going from the Packet Level to the Message Level

An important part for deriving the metrics mentioned above is to consider the communication

between the various processes at the level of messages, rather than packets. At the raw traffic

capture level, we see TCP/IP packets. However, certain assumptions about these BSP applica-

tions can help us aggregate and partition these packets into individual messages. For example,

for every message send, there is a message receive from the partner process. This fact can be

used to partition the packet boundaries appropriately.

While processing the traffic trace for each virtual machine, we detect message boundaries

whenever a series of successive send packets from one processP1 to another processP2 is

broken by a receive event (i.e. a packet is sent fromP2 to P1). Once we know the boundaries

of individual messages, we are in a better position to estimate the metrics enumerated in the

previous section. We now discuss in more detail how each of these metrics are estimated.

5.5 Methodology for Estimating Each Metric

In this section we describe the methodology used to estimate the various metrics from the

traffic traces.
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5.5.1 Number of Messages

For each pair of communicating processes we store the number of messages sent from the

sender process to the receiver process. This is done by counting the boundaries between

the send packets and receive packets for the same process pair. The number of messages

can be helpful in indicating the frequency of interaction between different pairs of processes

and thus guiding the network optimization part of adaptation. Apart from the latency of the

link between a particular pair of processes and other link characteristics, the frequency of

interaction is also quite important. Even if the latency is higher for a particular pair compared

to the rest but message frequency is low, it may not make sense to improve that particular

communication link.

5.5.2 Estimating Cumulative Message Latency

For every message transfer, there are two components to the time required for the complete

transfer: thelatency partand thebandwidth part. These components are due to different

characteristics of the link and thus measuring them separately gives a better idea of where the

application is spending its time in the non-BIC or the communication component.

An important metric that is computed is the total time spent in the latency part of trans-

ferring messages for each process pair separately. This gives a great idea of the application is

really imbalanced in terms of transferring messages over a high latency link. To compute this

metric, we need to know the one way delay for each message sent. Computing the one-way

delay for a particular pair of processes in general is not trivial. There are two general ways of

going about it:

1. Measuring the time difference between message send and message arrival at both ends,

requiring tight time synchronization.

2. Estimating one way delay from the round trip delay as reported by tools like ping.
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The Time Difference Method

This method requires looking at the traffic traces at both ends for a particular process pair and

then computing the time difference between the packets sent at the sender side and the time

when the corresponding packets are received at the receiver side. This approach is generally

hard because of 2 reasons:

1. Synchronization of packets across traces, and

2. Synchronization of time across different machines.

The first one is a easier problem to solve. For every packet sent at the sender side, we can

locate the received packet with the same sequence number or the earliest succeeding sequence

number. This requires looking up the traffic traces from both the sides in conjunction. Thus

for each process’s traffic trace that we examine, we go through each send packet and then

locate the corresponding receive packet in the trace of the partner process. Since the sequence

numbers increase monotonically for both the send and the receive packets on both sides, we

can examine each send packet and find its corresponding receive packet in the partner’s traffic

trace with only one pass on both sides. This makes the process of traversing the traceO(n)

wheren is the number of send packets examined at one side. The number of send packets ex-

amined in turn are directly correlated to the total number of messages sent, since we compute

the one way delay of the message transfer only at the message boundary.

The second issue is much harder to solve. Achieving tight time synchronization amongst

different machines can be done by various methods. The most popular of these methods is

using the popular time synchronization tool NTP (network time protocol).

Using NTP to synchronize time:

Network Time Protocol(NTP) is a popular protocol designed to synchronize the clocks of

computers over a network [147]. NTP 4 is a significant revision of the NTP standard, and is

the current development version, but has not been formalised in an RFC. Simple NTP (SNTP)
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version 4 is described in RFC 2030. It provides accuracies of typically less than a millisecond

on LANs and up to a few milliseconds on WANs.

As mentioned earlier, I tried to configure NTP for my LAN scenario in order to be able to

calculate accurate time differences for packet departure and arrivals across different machines

on the LAN. One of the main issues with NTP is getting the value of time offset (that provides

a measure of how accurate the synchronization is) as low as possible. Mills [107] and some

web based tutorials [5, 6] provide excellent documentation on configuring NTP properly and

getting the offset down to as low as possible.

One of the primary difficulties I had with NTP were related to getting the offset down to

levels where the time difference calculations actually make sense. For example, in my LAN

setup, the one way delay as estimated by ping was around 150-200 microseconds. However

the offset which I managed to get using NTP, though sub-millisecond, was not low enough to

allow an accurate enough estimation of the one-way delay using the time difference method.

Even if the synchronization error is in the range of few hundred microseconds, it is still quite

large relative to the actual one way delay in a LAN situation, thus making it less useful as a

measure of the one way delay for my purposes of computing the total application time spent

in the network component of execution. Owing to this difficulty, I abandoned NTP for my

purposes and focused on the approximate but still more reliable method of round trip based

estimation of one way delay.

The round trip method

Another way to approximate one-way delay is to measure the round trip delay using a tool like

ping and then halve it. Even if the one-way-delay is high only in one direction, the round trip

time will reflect that. Using round trip time will not give the exact direction in which the delay

is high but will point out the pair of processes that seem to be suffering from high latency in

communicating. Then the link can be probed further to pin-point the cause for high round trip

latency.
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To actually store the round trip method, a background process calledrttseriesis run while

the parallel application is running, on each of the physical hosts.rttseriesis also provided with

a list of other physical hosts participating in the execution of the parallel application. The tool

then pings each of the hosts in the background periodically, with the interval specified when

its run. It pings each host 4 times and then computes the average from the last 2 readings, and

then appends the average to a file. Only the last 2 readings are used to compute the average

because it was observed that occasionally the first one or two ping values were anomalous

and quite high compared to the long term average. Thus on each physical machine,rttseries

outputs four fields: timestamp, source IP, destination IP and the average RTT computed from

last two pings for the particular pair.

Note that the round trip time is measured across physical machines, not the virtual ma-

chines. This corresponds to the actual network characteristics. Measuring delay between

virtual machines would actually also combine any packet scheduling effects that might be in

effect between domU and dom0. That is actually accounted in the BIC delays.

The aggregated RTT delays file is then used to estimate one-way-delays during analysis

for particular pair of processes at the specified time using the timestamp field.

Computing average latency using a sliding window

The methods used to estimate one way delay for a particular pair of processes are described

above. I currently use the RTT based method because of its simplicity and due to the difficult

to resolve complications in the NTP method.

For the observed period of traffic trace analysis (that may be a fraction of the whole runtime

of the application, with the requirement that it captures the stationary average of the signal

as described previously), the TCP trace for each process is processed and for each separate

message, its latency is calculated for the pair of processes at the sending and the receiving end

of the message. This latency can be calculated by doing ajoin of the timestamps in the traffic

trace and ping output as generated by therttseriesscript that outputs the approximate one-way-
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Figure 5.1: The computation of average latency uses a circular queue to compute the average
of lastb latency values

delay for each partner process along with the timestamp of measurement. For each message

we compute the latency observed during that time. This latency is then also accumulated per

message to count the time spent in the latency component in sending the message.

Note that this requires just one pass over the trace and for each message we need to look

up the latency for the message timestamp. Since the timestamp is monotonically increasing,

the ping output file also needs to be traversed only once and thus the overall time complexity

is O(n) wheren is the number of messages in the trace.

Computation of average latency:

The overall goal is to output any significant changes observed in the latency for any pair of

processes, during the measurement time period. This can give a good idea of the variability of

the latency for that particular link also, or how stable the link is in terms of its latency.

To achieve this the latency computed for each message is also inserted into a circular queue

of a bounded sizeb, to effectively compute the average of only the lastb latency values. Each

time a new latency is inserted into the queue, the average latency is computed by computing

the average of the circular queue(Figure 5.1). If this average latency is significantly different

from a previous output average latency (previous− average) by a certain thresholdavg−
latency− threshold, then this new average is output and also assigned toprevious−average.

Note that the above is done for the traffic trace originating from each VM, and for each

partner VM that the VM talks to. Thus we construct a matric for each pair of VMs, with the
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Figure 5.2: The different time components when a message consisting of multiple packets is
transferred

above metrics as elements. We output two metrics: total time spent in the latency portion

of the message communication and then a series of measured average latencies which differ

significantly from each other to give an idea of the latency variation for that particular link.

5.5.3 Estimating Cumulative Message Transfer Time

The bandwidth component of communication actually has two parts: time spent transferring

the messages per process pair once the first packet corresponding to a message reaches the

destination (refer to Figure 5.2) and the approximate measured bandwidth per message.

Message Transfer Time: For measuring the approximate cumulative message trans-

fer time, we look at the received messages of each VM’s trace measured at the physical

host’s interface. For each received message, we compute the time difference between the

last packet and the first packet. We denote this time asmessage− timebw. We start accumulat-

ing message− timebw for each received message per sender process and thus record the total
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time spent transferring messages for each sender-receiver pair.

This time estimate gives us an idea of how much time was spent in receiving the message

after the message initially reached the receiver i.e. the latency component was accounted for.

After the first packet reaches the destination, the rest of the packets are essentially pipelined

and we measure the time it takes to receive rest of the packets. If there is any congestion on

the link, this time will increase regardless of the latency.

It is important to note, however, that this time is only an approximate measure of the actual

message transfer time. This is because tcpdump timestamps are not completely accurate [2].

The timestamp is usually applied whenever the packet is supplied by the device driver or the

networking stack to the code that is responsible for the timestamp. This is always after the last

bit of the packet is received. Thus the time difference captured by the timestamps will miss

the transfer time of the first packet itself and also will be an approximate measure of the time

when the last bit is received in general for all packets. However it serves as a good proxy and

in the relative sense serves as a good measure for comparing transfer times.

Message bandwidth proxy:As in the latency case, we also measure and output a series

of average bandwidth values if they differ significantly from each other. However, as noted

above, the tcpdump timestamp values are not exactly indicative of the time it takes to transfer

the entire message. Especially on the receiving side, the timestamp is recorded after the last

bit of packet is received, thus making the time difference actually less than what it actually

is for a particular set of packets, thus inflating the bandwidth. Thus the bandwidth that we

get from these timestamp computations are only proxies for the actual bandwidth and may

sometimes exceed the maximum bandwidth possible on the link. However, they do permit us

to comparethe bandwidth rate of different links.

To compute the average bandwidth, we maintain a circular queue as before and measure

the number of bytes transferred per message divided by the time it took for the bandwidth

component of the message. We insert this bandwidth reported for that particular message in
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the queue. The average computed from the previousnavg−bandwidthreadings is then output if

it differs significantly from the previous average that was output. This gives an idea of the

stability of the bandwidth of the link and helps identify variations amongst different links. If

a link is highly fluctuating for example, it may help move one of the VMs so that the problem

is alleviated.

5.6 Implementation

Currently the described above analysis has been implemented in a single script. This single

script is responsible for computing the BIC as well as the non-BIC parts of the delay. It takes

three input files. The first file called thetrace inputpoints to the tcpdump traces for all the

different VMs along with their IPs. The second file points to the files containing the output

of the rttseries utility for each different physical host for the corresponding VMs running the

parallel processes. The third file contains a mapping from the VM IP addresses to the actual

physical host IP addresses. The reason this is needed is because the output from the rttseries

tool contains IP addresses for the physical hosts whereas the traces capture the IP addresses

for the VMs. To translate amongst these, we need a map.

The script has two stages. First it calculates the BIC delay for each of the VMs from the

traffic traces. After that it calculates the non-BIC part of the application’s execution time. In

the non-BIC part it processes the trace for each VM and calculates the metrics described above.

At the end, the script outputs a combined summary of BIC and non-BIC delay in an ordered

fashion so as to assist in quickly locating imbalances. It outputs the following summary:

1. Global BIC delays in descending order.

2. Pairwise BIC delays in descending order

3. Cumulative Message Latency in descending order
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4. Average Latencies observed in descending order

5. Cumulative Message Transfer time (approximate) in descending order

6. Average Bandwidth observed (proxy) in descending order

5.6.1 Evaluation with Different Scenarios

In this section, we evaluate some of the NAS benchmark applications under several scenarios

and discuss the results given by thetime decompositiontool and how they compare across

different scenarios.

The purpose of this section is to also show the mapping between different causes of slow-

down (which we control in the evaluation) and the various metrics reported by the report. A

knowledge of this mapping can help translate various imbalances reported by the report to the

actual causes of slowdown. Dealing with different scenarios serve as case studies and give

great insight into this mapping.

In each of the following scenarios we report the metrics in a table which show the main

BIC and non-BIC metrics like Global BIC, Pairwise BIC delays, Pairwise Latency component

times (the highest ones), Average Latency observed, and the bandwidth component times (the

highest ones).

No load case

In this scenario, we run the MG NAS benchmark on four Xen VMs, running on separate

physical hosts. There is no external load imposed of any kind. The total run time for the entire

application is 13.84 seconds.The various BIC and non-BIC delays for this scenario are shown

in Table 5.1. We see that the BIC delays are quite close to each other in absolute terms. We

also see that the time spent in the latency component and the bandwidth component of the

non-BIC delays is quite low, being around 0.2 seconds and around 2 seconds respectively.
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Process Global BIC Pair Pair BIC Pair Latency Time Pair Avg Lat Pair Bw time
173 9.43 173-172 8.67 175-176 0.191 175-176 1.44 176-175 1.93
172 8.15 172-176 7.58 172-176 0.135 175-176 1.00 173-172 1.74
175 5.99 175-173 5.30 173-172 0.103 172-176 0.763 175-176 1.56
176 2.44 176-175 1.75 173-175 0.050 175-176 0.690 172-176 1.51

175-176 0.69 172-173 0.040 173-172 0.525 175-173 1.50

Exec time 13.84s

Table 5.1: The various time decomposition metrics shown for the normal case where there is
no external load on locally or on the network.

One process behind high latency link (WAN)

Table 5.2 shows the numbers for the emulated scenario in which one of the VMs (correspond-

ing to the physical host 176) is behind a high latency 3ms link (tenfold the normal latency

for the link). The typical LAN inter-host latency is 300us. The latency is emulated using the

Linux kernel’s built in iproute2 traffic control framework [4]. In this scenario, we see that the

execution time increases to 16.2 seconds from 13.8 seconds in the no stress case. We also

observe an interesting increase in the time spent in the latency component of the non-BIC

part, where we see that for certain pairs (176-175 and 175-176), the time spent is 4.52 and

2.9 seconds respectively, much higher than the time observed in the latency component of the

no stress case. We see that overall the BIC delays remain similar, but see an increase in the

non-BIC delay portion of the time spent. The time spent in the bandwidth component also

increases as seen in the table. The highest bandwidth component in this case is 3.94 seconds

compared to 1.93 seconds in the no stress case.

Working backwards, one could have easily noticed the imbalance in the latency component

of various pairs and investigated the link between 176 and 175 to discover that 176 lies behind

a high latency link.

One process behind a congested link

Table 5.3 shows a more extreme scenario where one of the VMs (corresponding to 176) is

emulated to be behind a low bandwidth link where the maximum burst bandwidth is restricted
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Process Global BIC Pair Pair BIC Pair Latency Time Pair Bw time Pair Avg Proxy Bw
176 8.25 176-175 7.28 176-175 4.52 176-175 3.94 175-176 330MB
175 7.71 175-173 6.85 175-176 2.896 175-176 3.79 175-173 145MB
173 7.62 173-172 6.37 172-176 0.400 172-176 2.40 175-176 143MB
172 3.34 172-176 1.68 176-172 0.397 173-172 2.23 176-172 0.574MB

172-173 1.66 173-175 0.072 176-172 2.02 175-176 0.509MB
Exec time 16.228s

Table 5.2: The various time decomposition metrics shown for the case where one of the
hosts(176) is emulated to be behind a high latency 3ms link (compared to the local LAN
latency of3̃00us). The latency times are observed to be slightly higher and so is the execution
time, compared to the normal case (by approximately 2.5 seconds)

to 5Mbps using the traffic control framework of the Linux kernel. Here the MG application

is slowed down drastically to 325.38 seconds compared to 13.84 seconds in the no load case.

This drastic slowdown is because of the communication intensive nature of the application.

With the bandwidth restricted, the app’s short bursts of traffic get highly lengthened and high

iteration phases where there are short spurts of communication interleaved with short phases

of computation get slowed down drastically.

In the table we see that latency component of the non-BIC delay does not change much

compared to the no load case. However the bandwidth component of the non-BIC delay is

very high, with it being 178.2 and 173.2 seconds for the top 2 pairs, and highly imbalanced

compared to the rest. This immediately points to a problem in the bandwidth of the links

corresponding to 176-175 and 176-172, which is the actual problem here,

Also we see that global BIC delay is also very high for the host 176. This is due to the

emulated nature of the slow bandwidth link. Because the bandwidth delay happens on the

kernel side instead of the actual link, it also gets recorded as part of the BIC delay. This would

disappear where the kernel has no role to play towards a congested link.

Combining high local load with a congested link

Table 5.4 shows a more stressed case than the previous one, were an additional computational

load (CPU load of 60%) is also imposed on the same physical host. In this case the MG
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Process Global BIC Pair Pair BIC Pair Lat.Time Pair Bw time Avg Proxy Bw
176 309.8 176-175 160.44 173-175 0.031s 176-175 178.2 0.07, 2, 6.06, 27.5MB
172 22.24 176-172 149.34 175-173 0.020s 176-172 173.2 0.068, 14.01, 30.35MB
173 18.58 172-176 21.19 176-175 0.014s 175-173 18.8 8.28, 18.3, 41.3MB
175 15.74 173-172 11.11 175-176 0.011s 173-175 10.03 18.14MB

175-173 11.01 173-172 0.011s 175-176 2.49 25.41, 11.33MB
Exec time 325.38s

Table 5.3: The various time decomposition metrics shown for the case where one of the
hosts(176) is emulated to be behind a congested link using token bucket filtering with a maxi-
mum burst bandwidth of 5Mbps.

Proc. Global BIC Pair Pair BIC Pair Lat. Time Avg Lat Pair Bw time Avg Proxy Bw
176 328.02 176-175 164.55 172-176 0.014s 0.136ms 176-172 191.3 0.06, 2.19, 110MB
173 18.4 176-172 163.42 175-176 0.012s 0.118ms 176-175 184.37 0.06, 1.47, 25MB
172 16.79 172-176 15.96 176-172 0.012s 0.113ms 172-175 78.85 2.54, 9.58, 23.57MB
175 15.83 175-173 11.25 176-175 0.011s 0.105ms 175-173 26.86 2.55, 9.58, 23.56MB

173-172 11.17 173-172 0.011s 0.117ms 173-175 4.75 1.47, 7.72, 26.44MB
Exec
time 346.67s

Table 5.4: The various time decomposition metrics shown for the case where one of the
hosts(176) is emulated to be behind a congested link using token bucket filtering with a maxi-
mum burst bandwidth of 5Mbps, and its physical host is partially loaded as well (CPU load of
60% in the isolated case).

application is slowed down to 346 seconds compared to 325 seconds in the previous case,

an additional slowdown of 21 seconds. Can we notice this extra stress factor in the time

decomposition table? The Global BIC delay in this case is 328 seconds vs 309s in the previous

case: a difference of 19 seconds. The large bandwidth times clearly tell us that the bandwidth

part for host 176 is clearly imbalanced so it definitely warrants inspection. However without

looking at the CPU utilization numbers (which should be probed for 176 because of its high

BIC delay), it will be difficult to infer about the partial computational load.

From this example we see that the time decomposition can help isolate the bottleneck to

the host or the link level. However some local diagnosis is necessary once the actual location

is identified, the ascertain the actual cause(s) behind the bottleneck.
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One process on a host also running a busy HTTP server

In this experiment we run the Integer Sort NAS benchmark in one of the guest VMs and the

Apache web server in a sibling guest VM on the same physical host. The purpose of this

scenario is to consider a realistic situation where a parallel application may be affected a non-

parallel load on the same physical host. This also serves as a scenario where workloads of

different kinds are on the shared resource.

Table 5.5, 5.6 and 5.7 show the BIC and non-BIC stats for three different cases:

• The IS application is running without any load.

• The IS application is running with a busy HTTP server, with the clients on the same

physical host.

• The IS application is running with a busy HTTP server, with the clients on a different

physical host.

We see that the total runtime for the three cases is respectively 12.64s, 152.78s and 137.88s.

The highest time is for the second case (152.78s) where the clients are on the same physical

host as the Apache web server, which is running on host 176. Bombarding the web server

with a large number of concurrent requests (50 clients in this case) generates lot of network

contention as well as results in greatly increased CPU utilization. Each client makes a request

for a static html page of size approximately 2 KBytes. Some of the statistics for loading the

Apache server for the two cases are (clients on the same host (176) and a different host (175)):

• Total requests: 250000 (both cases)

• Total bytes transferred: 107,500,000 bytes (both cases)

• Requests per second: 941.04 and 1081.57 respectively [/sec] (mean)

• Transfer rate: 395.16 and 212.2 [Kbytes/sec] received



CHAPTER 5. FINDING GLOBAL BOTTLENECKS VIA TIME DECOMPOSITION 194

Process Global BIC Pair Pair BIC Pair Latency Time Avg Lat Pair Bw time
175 5.8 172-176 3.97 176-173 4.35s 3.2ms,2.2ms,1.07ms 173-176 6.9s
172 5.5 175-173 3.21 175-172 2.96s 1.445ms,1.00ms 175-176 5.2s
173 4.8 173-176 2.22 173-176 1.72s 0.37ms 176-173 4.7s
176 4.5 173-172 1.82 172-175 0.56s 0.12ms 176-175 4.6s

176-175 1.78 175-173 0.043s 2.15ms 172-176 4.6s

Exec time 12.64s

Table 5.5: This table shows the various BIC and non-BIC delay components for the case when
the IS application is running without any external load, for the purpose of comparison with
other cases.

Process Global BIC Pair Pair BIC Pair Latency Time Avg Lat Pair Bw time
176 144.3s 176-172 50.5s 172-175 1.4s 0.65s,0.59s, 0.46s 175-176 105.11s
172 10.7s 176-175 47s 175-172 0.9s 1.445ms,1.00ms 172-176 76.93s
175 10.4s 176-173 46.8s 176-173 0.24s 0.37ms 173-176 68.51s
173 8.7s 172-176 8.5s 173-176 0.18s 0.12ms 172-173 38.16s

175-176 5.8s 172-176 0.011s 2.15ms 175-172 34s

Exec time 152.78s

Table 5.6: This table shows the various BIC and non-BIC delay components for the case when
the IS application is running with an adjacent overloaded web server, with the clients also
simulated on the same physical machine.

We note that the BIC time for host 176 are very high for both cases (144.3s and 129.8s

respectively), indicating high local load. If we also note the bandwidth time in the last column,

its very high for hosts involving 176, indicating its high network contention. Its higher for the

first case when the clients are on the same physical host. Both indicate that having clients on

the same physical host is bad for IS. It also shows that for a realistic non-parallel load, if we

compute the imbalance for IS (for the case where clients are on same physical host), we get a

slowdown of approximately 135 seconds (using the Global BIC balance algorithm described

in Section 4.3.1). The actual slowdown delay for IS is 152.78 - 12.64 = 140.14 seconds, which

is very close.

We see that using the above diagnosis, we could have converged to the cause of the problem

(high load on 176 + network contention for 176) and also the amount of speedup we could

have achieved if we removed the bottleneck.
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Process Global BIC Pair Pair BIC Pair Latency Time Avg Lat Pair Bw time
176 129.8s 176-172 48.4s 172-175 0.53s 0.65s,0.59s, 0.46s 175-176 94s
172 11.6s 176-173 43.2s 175-172 0.49s 1.445ms,1.00ms 172-176 68.5s
175 10.7s 176-175 38.1s 176-173 0.17s 0.37ms 173-176 64.8s
173 10.5s 172-176 9.3s 173-176 0.14s 0.12ms 175-172 62.2s

173-176 6.3s 175-176 0.005s 2.15ms 172-173 33.7s

Exec time 137.88s

Table 5.7: This table shows the various BIC and non-BIC delay components for the case when
the IS application is running with an adjacent overloaded web server, with the client being
on a different physical machine (which is also running another process of the same parallel
application corresponding to 175)

5.7 Converging on the Cause of a Bottleneck

Most of this chapter has talked about converging to a bottleneck at the network or the local

host level. High BIC delays point to a bottleneck at the host level whereas high non-BIC

delays point to issues in the network. Moreover in the non-BIC case we can further get insight

based on the latecy and the bandwidth numbers that could point to high delay, congestion

issues or both. However, at the local level, the cause behind high BIC delay may not be

immediately apparent. In this section we briefly talk about how the adaptation mechanism,

the application developer or the user could further drill down to the cause of high BIC delays.

High BIC delays could be caused by numerous factors such as high CPU load, disk contention,

network contention on the host side and memory thrashing due to lack of physical memory to

accommodate all guest machines (virtual memory performance).

A lot of effort has already happened in the UNIX community towards the development

of tools that allow accurate measurement of various resources on the host side. Instead of

re-inventing the wheel, I will just point to some of them and some work in the field. These

tools can then be leveraged and even used in an automated setting to deduce the lower level

cause of high BIC delays for example.

Some useful references for converging onto the cause of the bottleneck include Lynch [99]

and Fink [44]. I briefly describe some widely available Unix/Linux tools that help isolate
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particular bottlenecks on the host side:

uptime: This provides system load average (SLA). It also counts as runnable all jobs waiting

for disk I/O, including NFS I/O. However, uptime is a good place to start when trying

to determine whether a bottleneck is CPU or I/O based.

sar: Sar is a very powerful command. It allows measuring the average queue length, swap-

ping and paging activity, time waiting for blocked I/O etc.

iostat: iostat is a low overhead tool that provides numerous measures of I/O activity. Iostat

provides data on several important values for each physical disk. These include: per-

centage of the time the physical disk was busy, kilobytes per second to/from the disk,

transfers per second to/from, kilobytes read and kilobytes written. This will help to de-

termine if there is an imbalance of I/O amongst the physical volumes.If most of the I/O

is directed at the page files then memory needs to be investigated.

vmstat: If from iostat we determine that the bulk of the I/O is going to paging (e.g. the

page activity time is> 30%) then it becomes necessary to investigate further. lsps

(or pstat), vmstat and svmon are useful commands to investigate paging.vmstatpro-

vides information on actual memory, free pages, processes on the I/O waitq, reclaims,

pageins, pageouts etc. Apart from virtual memory, it also reports kernel statistics about

processes, disk, swap, and general IO statistics like disk blocks sent to disk devices in

blocks per second. Fink [44] gives a good description of drilling down to specific areas

usingvmstat.

netstat: netstat-i shows the network interfaces along with input and output packets and er-

rors. It also gives the number of collisions. Thecollis field shows the number of col-

lisions since boot and can be as high as 10%. If it is greater, then it is necessary to

reorganize the network as the network is overloaded on that segment.netstat-v is used
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to look at queues and other information. If max packets on the S/W transmit queue

is >0 and is equal to current hardware transmit queue length then the send queue size

should be increased. If the “no mbuf errors” is large then the receive queue size needs

to be increased.

netpmon: netpmongives an an overall sense of network performance. By using a combi-

nation of the above commands, it is possible to obtain a very clear view of what is

happening at the network level.

Apart from the very useful and freely available Unix tools above, there are also third-

party performance measurement and analysis tools that can provide even more detail and

help isolate the cause of bottlenecks once a bottleneck has been identified. For example,

SARCheck [7] can detect CPU Bottlenecks, runaway processes, I/O bottlenecks, improper

I/O load balancing, slow disk devices, memory bottlenecks and leaks, inefficient system buffer

cache sizing, improper system table sizes, inefficient PATH variables, and other problems with

the way Linux and UNIX kernel parameters are set.

In summary, I think using the black box techniques described in the previous chapters and

this chapter can help one identify the host or the network component where to focus one’s

attention on, in an automated manner. In case the issue is with a host, one can then use the

specific Unix measurement tools mentioned here to identify the cause behind the bottleneck.

Figure 5.3 shows the high level process of starting from performance measurement of an

application and then applying the techniques mentioned in the previous chapters to figure out

if the application is blocked, reason for blockage, its current performance, amount of speedup

possible etc, which can be very useful in a multi application scenario.
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BIC analysis for 
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Measure current
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• Indicates amount of slowdown, and
• Which host to focus on?
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components, and
• Which non-host resources to focus 
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• Is application running at expected 
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techniques for various 
network metrics

• Unix tools to find root case
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• Network overlay links
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Figure 5.3: A high level overview of the steps that can be followed to converge to the cause of
a performance bottleneck and then alleviate it.
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5.8 Conclusion

In this chapter, we examined the high level problem of finding the global bottleneck in a

parallel application, regardless of whether it originates from the local host or the network. We

pose several important questions for the purpose of solving the global bottleneck problem.

The answers to these questions are actually covered in this and the previous chapter 4.

In this chapter specifically, we looked at the problem of time decomposition, i.e. figuring

out where the application spends its time, at the resource and the process level. Knowing this

can immediately reveal potential sources of performance problems and can then be further

probed into for revealing the exact cause of the bottleneck. Some important components of

this time decomposition are:

1. Global BIC delays

2. Pairwise BIC delays

3. Cumulative Message Latency

4. Average Latencies observed

5. Cumulative Message Transfer time (approximate)

6. Average Bandwidth observed (proxy)

Once we can figure out which aspect of the application is contributing to performance

delays, we can then use the various tools outlined in Section 5.7 to actually identify the nature

of the bottleneck, whether its a CPU overload issue, I/O or network one.

Ultimately, I have demonstrated that using completely black box means, it is possible

to understand how a parallel application is utilizing various resources and even quantify the

impact on the application performance. This can greatly help functions like performance

adaptation and application scheduling as it now allows them to peek “inside” the application
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execution behavior and fine tune the placement of VMs to eliminate specific issues, predict

performance impact before making an adaptation decision(Chapter 4), and measure the differ-

ence in performance after different adaptation decisions (Chapter 3). Apart from performance

related metrics, I also developed techniques to infer the communication behavior and the topol-

ogy of the application, that can then be useful to adapting the underlying overlay network to

match its topology and result in improved performance (Chapter 2).
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Chapter 6

Related Work

In this chapter, I describe work done by the systems community that is directly or indirectly

related to the goals of my dissertation, i.e. black box inference for parallel applications, and

also its applications like adaptation. I mainly divide the related work into three areas: virtual

distributed computing, adaptation, and inference related research.

6.1 Virtual Distributed Computing

The Stanford Collective is seeking to create a compute utility in which “virtual appliances”

(VMs with task-specialized operating systems and applications that are intended to be easy to

maintain) can be run in a trusted environment [3, 30, 47, 120]. They also support the creation

of “virtual appliance networks” (VANs), which tie a group of virtual appliances to an Ethernet

VLAN. The Virtuoso project is similar in that it also, in effect, ties a group of VMs together

in an overlay network that behaves, from the VM perspective, as a LAN. However Virtuoso

differs in the nature of the applications that it supports (parallel and distributed scientific appli-

cations). There is no focus on inference in this project especially for distributed applications

since its current target is readily deployable end-user machines that work stand alone.

The Xenoserver Project [20, 67], has somewhat similar goals to Virtuoso, but they are not

focused on networking and require that OS kernels be ported to their system. However their
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virtualization technology could be enhanced with the inference techniques mentioned in this

dissertation to aid black box inference of parallel applications.

Purdue’s SODA project aims to build a service-on-demand grid infrastructure based on

virtual server technology [77] and virtual networking [78]. Similar to VANs in the Collective,

the SODA virtual network, VIOLIN, allows for the dynamic setup of an arbitrary private layer

2 and layer 3 virtual network among virtual servers. Both these projects can support paral-

lel and distributed applications and support re-configuration and adaptation of applications to

enhance their service. These efforts can easily utilize the various inference techniques to un-

derstand the nature of the applications and to aid the re-configuration efforts. The VioCluster

project [119] proposes a virtualization based computational resource sharing platform. It al-

lows trading of machines amongst different cluster domains to address the conflict between

dynamic workload and static capacity. They have a notion of calculating demand so thatma-

chine brokerscan allocate appropriate cluster resources to the application at runtime. When

applications start sharing resources, having a black box way of measuring their performance,

understanding their potential to speedup etc can greatly aid in allocating resources more intel-

ligently to these applications.

6.2 Adaptation

Adaptation in distributed systems has a long history. The most influential work has been on

load balancing of parallel applications [34, 127, 150] and load sharing in real-time [22, 66, 86]

and non-realtime systems [41, 42, 68, 90] . The mechanism of control in these systems is either

function and process migration [28, 108, 131], which is lighter-weight although considerably

more complex than VM migration, or application-specific mechanisms such as redistributing

parallel arrays.

In contrast to these approaches, some of my work focuses on adaptation using virtual ma-

chines as the lowest common denominator of migration(Appendices A and B). This results
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in less complexity in terms of implementation owing to much easier migration mechanisms

already in place for virtual machines as compared to function or process migration. It also al-

lows significant other advantages for environment/operating system encapsulation and easier

resource management. However, these adaptation mechanisms mentioned above can benefit

nonetheless from the inference work in this dissertation when they cater to parallel applica-

tions. Every adaptation system can use black box measures of performance and way to deduce

bottlenecks in a parallel application, and then take appropriate action to alleviate the problem.

For media applications in mobile computing, modulating quality has been a basic approach

both commercially and in the research environment [111]. This approach requires application

modification as applications must decide how to react to changing resource availability as in-

formed by the underlying operating system. This is a different philosophy compared to my

work in adaptation. There have also been efforts to factor adaptation methods and policy out

of applications and into distributed object frameworks like CORBA [159]. In this project,

authors aim to expose QoS functionality available in the communication substrate to distrib-

uted applications at the middleware level, so that these applications can easily adapt to scarce

or variable resource availability when operating over the wide area. However, this does re-

quire the application to be aware of this new functionality and thus needs to be modified to

take advantage of it. This is in contrast to my work on adaptation. It is possible that if the

adaptation functionality is also delegated to the middleware, then the middleware can use the

inference techniques developed in this dissertation to automatically help the application adapt

to different resources in a manner most appropriate for the application.

6.3 Inference Aspects

Inference related research in the past has focused on different reasons to learn about the appli-

cation or the operating system. Primary reasons have been:
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1. to learn the properties of an operating system or its processes and to even control its

behavior [16, 79],

2. to classify applications in different resource demand based categories [157],

3. to dynamically adapt applications according to changing workload and application be-

havior [114, 153],

4. for future static configuration of applications after one-time inference of applications [37,

96], and for

5. Inference for distributed systems [14, 116].

However not all work has focused on black box inference. In fact the only work we are

aware of currently is Wood et al. [153]. In this work, they focus on how black box and

gray box strategies can be used to improve performance of a set of stand-alone applications

running inside Xen VMs by dynamically migrating the VMs. In black-box monitoring, no

knowledge of OS or application is assumed and only externally visible parameters like CPU

load, disk swapping activity and network usage are used. This work does very elementary

black box inference for stand alone applications. My work in contrast focuses on distributed

parallel applications that are more complex collective entities composed of multiple processes,

and allow much more sophisticated inference techniques to be devised, especially owing to

their inter process communication behavior. Thus the main focus of my dissertation has been

collective inference, that treats the application as a whole instead of looking at each process

separately. My inference techniques could then be used to further extend their migration

techniques to the domain of parallel applications.
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6.3.1 Category I - To Learn the Properties of an Operating System or its
Processes and to Even Control its Behavior

The very influential work by Arpaci-Dusseau at al [16] shows how, by leveraging some in-

formation about how the OS functions and then monitoring its various signals and correlating

this information, one can learn a lot about OS behavior, for example creating file cache ac-

tivity detector or a file layout detector. They further show that it’s even possible to control

OS behavior by doing careful proxy activity on behalf of the application. For example by

pre-fetching certain portions of the file based on past trends, one can reduce cache misses for

an application. They also give an enumeration of useful inference levers that can be used to

extract information. Examples include knowledge of internal algorithms used by the OS or

the module, monitoring its output and signals, inserting probes, using pre-generated micro

benchmark information for the system and correlating it with probes to extract useful behav-

ior information about the OS. They also show how it’s very useful to extract certain statistical

properties like correlation, etc. In Chapters 2, 4 and 5, I use this insight to provide meaningful

statistical properties especially in the context of a distributed application and even show how

this information can be used to make interesting inferences about the system. Also, I leverage

the knowledge of the structure of BSP applications to design some of my algorithms (like the

BIC algorithms in Chapter 4), just as these authors leverage some of the knowledge of how

the OS functions to design some of their techniques.

The Geiger project by Jones et al [79] shows how a VMM (Xen in this case) can be

modified to yield useful information about a guest operating system’s unified buffer cache and

virtual memory system. They then leverage this capability to implement a novel working set

size estimator, which allows the VMM to make more informed memory allocation decisions.

They conclude that after adding such passive inference capabilities to VMMs, a whole new

class VMM-level functionality can be enabled that is agnostic of the OS or the applications

running inside. This philosophy can be carried over to my work as well, to allow certain
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black box inference primitives to be embedded with the VM itself for better performance

and coupling, which can then be accessed via an API by the middleware to make adaptation

decisions for the application.

6.3.2 Category II - to Classify Applications in Different Resource De-
mand Based Categories

The work by Zhang et al [157] shows how one can use dimensionality reduction and pattern

recognition techniques over a certain chosen set of metrics to classify applications into broad

categories like CPU, I/O or Memory intensive. The main focus of the work is how to simplify

decisions about application scheduling and costs when faced with a multitude of metrics to

observe. They also demonstrate a application resource consumption composite, that can be

used to derive the cost of executing the application. They do not focus on black box monitoring

but use the Ganglia Grid monitoring framework [104] to monitor certain readily available

metrics like CPU load, network traffic etc across the distributed system and then aggregate it.

Beyond that I also provide much more sophisticated black box metrics that can he very useful

for application classification: RIR-CDF and Power spectrum based fingerprints (Chapter 3).

Some of my metrics can be integrated into their pattern recognition framework for a more

sophisticated application classification framework.

6.3.3 Category III - to Dynamically Adapt Applications According to
Changing Workload and Application Behavior

The work discussed above [153] is an example of this. Work by Ranjan et al [114] does CPU

load inference and uses it to adapt services by migrating them to appropriate servers. A partic-

ularly interesting point in this work is the impact of statistical parameters of the workload like

peak/mean load ratio and auto-correlation of the load time series on the adaptive algorithm’s

effectiveness. They show that higher peak/mean ratio applications can benefit more from their
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adaptive algorithm and that poor auto-correlation can make migration decisions harder. They

also provides a useful categorization of autonomic utility computing work: “Each offers a no-

tion of utility computing where resources can be acquired and released when/where they are

needed. Such architectures can be classified as employing shared server utility or full server

utility models. With the shared server utility model, many services share a server at the same

time, whereas with the full server utility model, each server offers one service at a time.” Their

work only applies to full server utility model. In contrast, my work in adaptation and inference

assumes the shared utility model. This model requires a much more detailed understanding of

the application, their resource sharing dynamics and more sophisticated adaptation algorithms.

My inference and adaptation work addresses these issues in many different ways.

6.3.4 Category IV - for Future Static Configuration of Applications Af-
ter One-time Inference of Applications

The ECO project by Lowekamp at al [96] contains programs that analyze the network for

a parallel application to understand their collective communication behavior and then estab-

lishing efficient communication patterns, which the work claims is more powerful than simply

treating the network as collections of point-to-point connections. Work by Dinda et al [37] is a

study on network traffic patterns exhibited by compiler-parallelized applications and it shows

that the traffic is significantly different from conventional media traffic. For example, unlike

media traffic, there is no intrinsic periodicity due to a frame rate. Instead, application parame-

ters and the network itself determine the periodicity. In my work in Chapter 2, I further extend

this work to look at the spatial properties of the communication amongst different processes

like inferring the communication topology of the application, which can then be used to adapt

the underlying overlay networks to suit the demands of the application.
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6.3.5 Category V - Distributed Inference

In the work done by Aguilera et al [14], the inference focus is on distributed systems with a

black box approach. The goal is to assist in detecting the points/components that contribute

to high latency amongst critical/frequent message paths. This can aid in debugging such dis-

tributed systems where its not obvious where the delay is coming from. Their focus is on

offline analysis of message traces for asynchronous distributed systems. They present two ap-

proaches: a RPC nesting based approach and other is a correlation-based approach that is not

dependent on the RPC protocol. This work is closest to mine. Mine differs in the following

ways: It is not clear how these techniques translate to parallel applications especially since the

communication is cyclic and there is no starting or ending point. The delay per node may not

be constant but may actually depend on the message size. This will make the auto-correlation

approach a failure as no clear correlation may be found for a long duration trace. I offer an

alternative way to explore different delays exhibited by processes in the same parallel applica-

tion. In Chapter 4, I develop Ball in the court principles that can give a quantitative estimate

of the different local processing delays of various processes and help identify bottlenecks at

the process level and network level.

In a follow-up paper [116], some aspects for inference for wide area distributed systems

are discussed. The focus again is to find the “delay” culprits or processing/communication

hotspots by creating a message flow graph. Wide area introduces extra challenges not covered

in their earlier paper [14], like significant network latency (almost ignored in their first paper),

node unreliability, higher degree parallel programming (more overlapping cause-effect mes-

sage relationships) etc. They currently do not provide any modeling for barriers etc, common

mechanisms in parallel/scientific applications. Their work seems to be more geared towards

DHT like distributed systems. Some of the challenges they deal are:

1. Path aggregation - how to group similar path instances into one path pattern even if the
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instances span different nodes because of load balancing or other reasons.

2. Dealing with High parallelism - this blurs the causal relationships amongst incoming

and outgoing messages at a node.

In my work, I address the problem of communication related hot-spots in Chapter 5 and

provide black box methods to break down communication amongst different processes into

its various constituents to better understand where the application execution time is going.

I do not look at path aggregation techniques for BSP applications or causal relationships as

these models are not needed for BSP applications. Instead, since there is high dependency and

correlation amongst different processes, identifying the time sinks at various resource levels

is sufficient to indicate where the bottleneck for the entire application is.
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Chapter 7

Conclusion

The goal of Virtuoso project has been to develop techniques for an effective virtual machine-

based autonomic distributed computing framework, which users can use with the ease of us-

ing networked resources in a local area network , without worrying about the networking,

scheduling and performance aspects of it. Among other things, Virtuoso targets parallel and

distributed applications - applications that span multiple VMs. Virtualization removes many

operational hurdles, which users face today. In this context, automated inference and per-

formance adaptation for such applications is important for Virtuoso and systems like it to

be an attractive target for users deploying their distributed applications in shared/wide area

resources.

My dissertation has focused on how to achieve automated inference of various demands

and behaviors of parallel applications in ablack box fashion. This has formed the major part

of the work. This dissertation has also pointed to previous work done by me in collaboration

with my colleagues, that gives evidence of how some of the inferred properties can be gain-

fully utilized to adapt the distributed application to improve its performance. In summary I

have proposed, implemented and evaluated various techniques and algorithms that automati-

cally understand an application’s needs, performance properties and bottlenecks without any

external input from the user or application. All of these have been designed to work under
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black box assumptions, which assumes no inside knowledge of the application or even the

operating system environment that might be encapsulated inside a VM.

In this chapter I summarize the contributions of the various chapters in this dissertation

and also provide a high level API that gives a concrete interface to the various properties of

the parallel applications that I expose via the techniques described in this dissertation.

7.1 Contributions of the Dissertation

In this section I briefly describe the overall contributions of the dissertation according to the

different chapters. As mentioned above, this dissertation has focused on providing the devel-

oper, the user, the resource manager and the resource management middleware with useful

parallel application properties, demands, and predictions that do not require knowledge of the

particular application at hand or the operating environment. My work tries to infer as much in-

formation as possible from the externally observed signals like the TCP traffic patterns. Based

on this principle I have been able to propose several novel methods for black-box inference.

In Chapter 2 I focused on inferring the traffic matrix of the parallel application and then

deducing the spatial communication topology. This topology can then be used to adapt the

underlying overlay virtual network to suit the application’s needs. I showed that with very low

overhead (around 4% on the VNET throughput for VTTIF monitoring), one can construct the

topology of the application in real time and then use this as input to improve applications’s

performance with run-time adaptation. I have also shown the adaptation benefit as shown by

my collaborative work in Appendices A and B. Adapting to topology of the application led to

performance increases up to 95% in our experiments for some application scenarios.

Another aspect of topology inference is handling of dynamic situations, where the com-

munication matrix may change with time. Such oscillations can cause unnecessary overhead

for adaptation. I proposed a simple low-pass filter based solution that provide a stable and

aggregate view of the topology. I discussed several implementation issues like the effect of
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update rate and the smoothing interval. Another important part of topology inference is when

to alert the adaptation agent if a significant change in the topology has occurred. I discussed

the metrics and methods for making this change decision and provide a reactive-mechanism

for automated alerting.

In Chapter 3 I proposed and provided the solution for a problem of great practical im-

pact: How can we evaluate the performance of a BSP application under black box conditions?

Performance is of critical importance to the developer, users as well as resource providers.

Adaptation mechanisms themselves usually have the goal of improving performance of the

application and the system as a whole. However this can be achieved only if there is way to

evaluate performance of each application and compare it across different adaptation options.

This chapter solves that problem.I have provided a set of new metrics that quantitatively

represent the performance in multitude of ways. The most simplest of all is the RIR met-

ric (Round-trip Iteration Rate) which closely correlates to the iteration rate of the application

(number of super-steps executed per second). This metric is based on the intuition that inter-

process interaction is a good indicator of progress in a BSP application and it only needs to

look at the outgoing traffic of the processes.

Of course, for complex dynamic applications, this iteration rate keeps on changing. I sug-

gested many derivative metrics that take into account this dynamicity. I suggested several

novel metrics like long term RIR average (RIRavg), the RIR cumulative distribution function

(RIR-CDF), power spectrum of the RIR time series (RIR-PS), dominant power spectrum fre-

quencies, etc. Section 3.6 provides a summary of all the metrics that I proposed. While

the average RIR gives a single number to compare the overall performance of an application

across multiple instances, more complex metrics like the CDF give a deeper view of the dy-

namic nature of the application. This can be important because depending on how dynamic

the application is, it can be affected differently by external load. This can help in making

more complex and informed scheduling decisions. For example, in section 3.9.2, I provided a
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simple proof of concept about how the CDF can be used to decide which application might be

impacted more by external load based on aslowdown mappingof the CDF.

The power spectrum-based metrics also help uncover more useful information about the

application, like the duration of its super-step and the various dominant periodicities present

in the application. This can also help in fingerprinting the application and help classify ap-

plications over the long run. It can characterize and partition similar processes in a big data

and task parallel application as described in 3.10.5 which can then be useful to schedule the

similar processes as a group since they are more likely to be tightly coupled. It can also help

in statistical scheduling where applications with different frequency characteristics may be

mixed and matched according to different scheduling algorithms. For example, statistically,

it may be beneficial to mix applications whose power spectrums have the least overlap so as

to allow for more spread out use of resources. These techniques based on the new black box

metrics I have derived, are a future area of research. Some of these concepts have not been

tested in my dissertation but provide a fertile ground for further research and exploration.

In Chapter 4, I discussed and provide a solution to another very intriguing and useful

problem: Can we understand how stressed out a particular application might be because of

external load factors, in precise quantitative terms? Answering this question means we can

actually predict how much the application will speed-up, if we are to move the application

VM to a host with lower load or if we just move the load away from that host.This can be

very important in making adaptation decisions, where the flexibility and resource availability

to migrate applications around may be limited. Knowing in advance the benefit of migration

can greatly assist in this process.

I suggested a novel approach to analyze the traffic trace of a BSP application and look for

specific paired-events that can be accumulated to provide a metric which I call theBall in the

Courtdelay. Intuitively this metric gives a quantitative estimate of how much time the process

is spending locally on the host, which may include computation or waiting for local I/O. When
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we compare this metric across different instances of the processes for the same application, it

can give us a quantitative sense of theimbalancebetween the local processing times of these

processes. These imbalances for a symmetric BSP application are caused by local factors. By

counting this imbalance, one can get an idea of how the whole application is getting slowed

down because of a single process. In my evaluation, this method has been very accurate in

estimating the slowdown for the application.

I also suggested more sophisticated algorithms for complex situations that take into ac-

count potential bias caused in processes that are not stressed from processes that are stressed.

I identified this bias from my empirical observations of BSP applications and then suggest

a more involved algorithm that takes the bias into account and gives the overall imbalance

in the application. I call it theProcess-level BIC Imbalance algorithm. This algorithm can

provide a range of slowdown with upper and lower bounds. I further extended the algorithm

to deal with multi-load situations as well. In the scenario where multiple processes might be

stressed differently, it can iteratively apply the balancing technique to balance out the whole

application and figure out the speed up gained in the balancing process.

Overall the above set of algorithms provide a remarkable way of predicting the benefits of

migration and external load elimination for a parallel application and has great application in

automated performance adaptation. I also suggested some metrics to quantify imbalance in a

parallel application itself. The imbalance suggests that even though if some of the processes

may be well-scheduled, the application is suffering as a whole because some of the processes

are slowed down by external load.This imbalance metric can serve as a warning sign to

draw attention to applications that can benefit from adaptation as a priority, especially when

multiple applications may be valid candidates.

In Chapter 5, I extended the goal of Chapter 4 to find bottlenecks that may be affecting the

application at a global level, i.e, going beyond the individual host. I introduced the problem

of Global Time Decomposition, where my goal is to give an accurate picture of where the
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application is spending time at the process and the resource level, including the network.

Having this level of understanding gives a detailed glimpse into where the bottlenecks exist

and which part of the application (including the process, the physical host, the network link)

should be probed to improve the performance of the application. I defined many new metrics

that isolate the network characteristics of the application at the inter-process level. Computing

and comparing these metrics can help understand the network time spent at the inter-process

communication level and indicate high latency or congestion. I defined composite metrics that

take into account the intensity of communication as well, so that only links that are heavily

used as well as slow or congested are worth investigating.

Combined with the Ball in the Court delay metrics from Chapter 4, work in this chapter

gives a unified overview and will help the adaptation agent or the user identify the source of the

bottleneck. I also described how various Unix performance measurement tools can be further

used to isolate the real cause behind local delays for example. These causes may be CPU or

IO related. Then depending on the exact cause, one can take appropriate steps to eliminate it.

All this is achieved using black box assumptions.

7.2 Benefitting from Inference: Adaptation

Some of the inference work from this dissertation (from Chapter 2) has been greatly utilized

in some of my work in the area of automated runtime performance adaptation, that I have done

in the past with my colleagues. This work is described in Appendices A and B. The work de-

scribed in Appendix A (Increasing Application Performance In Virtual Environments through

Run-time Inference and Adaptation) shows how to use the continually inferred application

topology and traffic to dynamically control three mechanisms of adaptation, VM migration,

overlay topology, and forwarding to significantly increase the performance of two classes of

applications, bulk synchronous parallel applications and transactional web ecommerce appli-

cations.
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Work in Appendix B (Free Network Measurement For Adaptive Virtualized Distributed

Computing) demonstrates the feasibility of free automatic network measurement by fusing

the Wren passive monitoring [155] and analysis system with Virtuoso’s virtual networking

system. We explain how Wren has been extended to support online analysis, and we explain

how Virtuoso’s adaptation algorithms have been enhanced to use Wren’s physical network

level information to choose VM-to-host mappings, overlay topology, and forwarding rules.

My work has been published in reputable conferences [58, 59, 61, 135, 139]. They serve

as great evidence of the utility of black box inference and how properties derived from such

inference can guide the application of runtime adaptation for improved performance of appli-

cations without any manual intervention or specific knowledge of the application.

7.3 Outline of an API for Inference

To give a concrete interface to the set of contributions in this dissertation, I describe a unified

API that provides a consistent and complete interface to the useful properties that can be

further used for other applications like adaptation or resource management/accounting.

For each API member, we mention the description, the input parameters and the output

parameters.

7.3.1 Topology Inference (Chapter 2)

GetTrafficMatrix: Description: Gives the traffic matrix for the last n seconds for a particular

BSP application.

Input : n⇒ the number of seconds for which to return the traffic matrix.

Output : Returns a matrix of size k x k, where k is the number of processes in the

application. Element (i,j) denotes the traffic from process i to process j in the last n

seconds.
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GetSmoothedTopology:Description: Returns the current stable topology for the application

where the traffic below a certain relative threshold is pruned out.

Input : None. It just returns the current topology according to the smoothing interval set

separately

Output : Returns a matrix of size k x k, where k is the number of processes in the

application. However the traffic is smoothed out with the smoothing parameter that is

set separately.

SetSmoothingParameters:Description: Sets the period of smoothing and the size of the

sliding window over which to smooth the traffic to get the resultant topology.

Input : T ⇒ Period of smoothing

s⇒ Size of sliding Window. See section 2.5 for details of these parameters

Output : None.

7.3.2 Black Box Performance Measurement (Chapter 3)

GetRIRRate Description: Get the Round Trip-based Iteration rate (RIR) as measured using

TCP traffic averaged over the last n seconds. This can be used to get an instantaneous

measure of the application performance.

Input : n⇒ The last n seconds over which the RIR is averaged on.

Output : rir ⇒ The RIR averaged over last n seconds.

GetStationaryRIRAvg Description: Gets the long term stationary average for the Round

Trip-based iteration rate which captures most of the power spectrum of the signal. This

metric can be used to compare application performance across instances.

Input : None. The cutoff factor c% is taken into account that is set separately.

Output : RIRavg ⇒ The long term RIR for the application. The time period for the

average is calculated internally using Power Spectrum truncation to find the right t⇒



CHAPTER 7. CONCLUSION 218

The time period over which the long term average is computed.

GetRIRCDF Description: Gets the Cumulative Distribution Function for the RIR over the

long term time period which which captures most of the RIR signal.

Input : None

Output : Vector [a1,a2, ....,a100] that captures the CDF of the RIR time series over the

time period that covers the dynamic range of the application.

GetRepresentativeTimePeriodDescription: Returns the time period over which the signal

behavior RIR rate for the application is mostly captured by the power spectrum. This

ideally captures 1 or more super phases of the application. Note that this time period

may not correspond exactly to the duration of the super phase of the application. It just

captures the range of dynamic behavior of the application.

Input : None. This time period if influenced by the cutoff factor c% that is set separately.

Output : Tstationary⇒ the time period inferred from the RIR time series over which the

signal is found to be stationary according the Power Spectrum truncation method.

GetPowerSpectrum Description: Returns the Power Spectrum of the RIR iteration rate over

the last n seconds.

Input : n⇒ the last n seconds for which to return the Power Spectrum

Output : Vector of x,y pairs that indicate the power spectrum graph for the RIR time

series.

GetPowerSpectrumAvg Description: Returns the Power Spectrum of the RIR iteration rate

over the Representative time Period

Input : None

Output : Vector of x,y pairs that indicate the power spectrum graph for the RIR time

series overTstationary
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GetPowerSpectrumPeaksDescription: Returns the local maxima peaks estimated from the

Avg Power Spectrum giving an idea of the various periodicities and phases of the BSP

application.

Input : None

Output : Vector of x,y pairs wherexi indicates a dominant frequency in the PS and the

correspondingyi indicates the magnitude.

GetSuperPhaseEstimateDescription: Returns an estimate of the duration of the super-

phase of the BSP application by estimating the lowest dominant frequency in the Aver-

age Power Spectrum

Input : None

Output : tsuper−phase⇒ The estimated time period of the super phase of the BSP appli-

cation.

SetPowerSpectrumCutoff Description: This API call is used to decide the sensitivity of

the Power Spectrum truncation mechanism that is used to decide how much of the time

series to capture to cover the dynamic RIR range of the application. Higher cutoff values

mean very high sensitivity and may result in longer periods of measurement.

Input : c%⇒ The cutoff factor. See section 3.7.1 for details of how this is used.

Output : None

7.3.3 Ball in the Court Metrics (Chapter 4)

GetGlobalBICDelay Description: Gets the global BIC delay for the process i.

Input : i ⇒ The process identifier of the application for which to get the BIC delay

n⇒ ThelastnsecondsoverwhichtocomputetheBICdelay.

Output :BICi ⇒ the BIC delay for processi.

GetPairBICDelay Description: Gets the BIC delay for the particular process pair i,j
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Input : i ⇒ The process identifier of the application for which to get the BIC delay

j ⇒ The partner process for process i for which to count the BIC delay. n⇒ The last n

seconds over which to compute the BIC delay

Output : BICi, j ⇒ the BIC delay for process i towards process j.

ComputeImbalanceGlobal Description: Computes the imbalance in the current application

according to global BIC delays and hence the potential speedup for the last n seconds

of measurement.imbalance
n is the fraction of possible performance improvement possible

after the imbalance is addressed.

Input : n⇒ The last n seconds over which to compute the global imbalance

Output : timbalance⇒ The global imbalance computed for the lastn seconds.

ComputeImbalanceInterProcessBiasDescription: Computes the imbalance range accord-

ing to the more refined inter-process load bias based algorithm for the last n seconds.

Input : n⇒ The last n seconds over which to compute the imbalance

Output : [toptimstic, tpessimistic] ⇒ A range that indicates the possible slowdown for the

application as described in Section 4.4.

ComputeImbalanceMultiload Description: Computes the possible range of imbalance for

a multiple load situation. i.e. it considers BIC delays in decreasing order and computes

imbalance for more than 1 global BIC delay. It stops considering more BIC delays if

the percentage improvement in the imbalance estimate is less then the inputtp which is

< 1.

Input : n⇒ The last n seconds over which to compute the imbalance

tp ⇒ The threshold that decides when to stop the iterations for the multi-iteration im-

balance algorithm

Output : [toptimstic, tpessimistic] ⇒ A range that indicates the possible slowdown for the

application as described in Section 4.4.



CHAPTER 7. CONCLUSION 221

ComputeApplicationImbalance Description: Computes the current application imbalance

according to the metrics defined in Chapter 4. This can give an idea of how heterogenous

the current performance and the environment of the application is.

Input : METRIC TYPE⇒ Indicates which imbalance metric to choose from. Possible

types are STANDARDDEVIATION, SQUARED DISTANCE and

INTER-PROCESSIMBALANCE.

Output : imbalance⇒ the computed imbalance according the method mentioned in the

input.

7.3.4 Time Decomposition Related (Chapter 5)

GetNoMessagesDescription: Gets the total number of messages sent by ProcessPi to Process

Pj in the last n seconds.

Input : i, j, n⇒ as described above

Output : m⇒ total number of messages fromPi to Pj in lastn seconds.

GetNoMessagesListDescription: Gets a sorted(descending) list of the number of messages

sent by the various interacting process pairs in the application in the last n seconds.

Input : n⇒ as above

Output : Sorted (descending) vector of tuples[i, j,m] where the sorting key ism. Each

tuple indicates thatm messages where transferred fromPi to Pj in lastn seconds.

GetLatencyTime Description: Gets the time spent in the latency component of sending mes-

sages across the process pairPi to Pj in the last n seconds.

Input : i, j, n⇒ as described above

Output :tlatency⇒ time spent in the latency component for communication betweenPi

andPj in lastn seconds.

GetAvgLatency Description: Gets the average latency noticed over a sliding window of
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messages over the process pairPi to processPj . Note that this function returns a vector

that contains the various differing avg. latencies observed in the last n seconds.

Input : i, j, n⇒ as described above

Output : Vector l1, ..., lk] denoting all the significantly differing latencies observed dur-

ing lastn seconds.

GetLatencyTimeList Description: Returns a sorted(descending) list of times spent in the

latency component of the message communication amongst all communicating pairs.

Input : n⇒ as above

Output : Sorted (descending) vector of tuples[i, j, l ] where the sorting key isl . Each tu-

ple indicates thatl seconds where spent in the latency component in the communication

from Pi to Pj in lastn seconds.

GetBWTime Description: Returns the bandwidth portion of the time spent transferring mes-

sages from processPi to processPj .

Input : i, j, n⇒ as described above

Output : tbandwidth⇒ time spent in the bandwidth component for communication be-

tweenPi andPj in lastn seconds.

GetBWTimeList Description: Returns a sorted(ascending) list of the total time spent in the

bandwidth portion of transferring messages by the different process pairs in the last n

seconds.

Input : n⇒ as above

Output : Sorted (descending) vector of tuples[i, j,b] where the sorting key isb. Each

tuple indicates thatb seconds where spent in the bandwidth component in the commu-

nication fromPi to Pj in lastn seconds.

GetAvgBW Description: Returns a vector of various different average Bandwidth rates ob-
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served computed over sliding windows for the lastn seconds for the input process pair

Pi andPj .

Input : i, j, n⇒ as described above

Output : Vector l1, ..., lk] denoting all the significantly differing latencies observed dur-

ing lastn seconds.

GetMostImbalancedComponent : Out of the various places where the application is spend-

ing its time, it returns the component where the application seems to be most imbalanced

compared to use of the same component amongst other processes. Based on the type

and location of the component, it can lead to the actual cause of the slowdown.

Input : n⇒ lastn seconds in which to look for imbalance.

Output : RType, RIdentifier, Imbalance⇒ Returns the resource and the amount of im-

balance found for that resource. The resource RType can be of the type PROCESS,

NETWORK LATENCY, NETWORK BANDWIDTH. The Imbalance is a number indi-

cating the number of seconds for which the application seems imbalanced. The resource

identifier RIdentifier is a tuple indicating the process number(s) for which the resource

is tied to. For example a link can be identified with[i, j] indicating that the link between

Process i and Process j is imbalanced.

7.4 What’s Ahead?

In my dissertation, I have described numerous techniques to infer useful properties for BSP

applications using a black box approach. Of course this is not the end in black box infer-

ence. This dissertation shows that rich possibilities exist in this area and how even without

specific knowledge of the application in the parallel application domain, one can glean useful

properties about them that can then in turn be used to benefit the applications or the resource

providers. Some other possibilities that may exist for further exploration into this area are:
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• Dependency Graphs:For distributed applications, one possibility that exists is to figure

out the chain of causality amongst different processes. For example in a tree topology,

the causality of message propagation may be from the leaves to the roots, with every

node aggregating messages from its children and forwarding them to its parent. Inferring

and exposing such causality can give clues towards processes that may be delaying the

whole application because of delayed forwarding.

• Inferring Power Requirements: A very intriguing and increasingly important issue in

distributed applications especially those running in one or adjacent clusters, is of their

power consumption. This is important because of the important of balancing power

requirements across a set of physical hosts to balance heat distribution. It could also

result in more effective use of power.

The correlation between variable resource needs and power consumption is already es-

tablished [60]. Can we exploit this correlation information with the resource inference

mentioned above to also infer the power requirements of a distributed application? For

example, the input might be:

1. Correlation between the resource consumption and power consumption for various

hosts

2. Application to host mapping

3. If available, physical proximity or co-ordinates of hosts.

and the output would be:

1. Power consumption of the distributed application.

2. Power distribution amongst the hosts

Another question that can be investigated is: How will the power consumption of an
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application change if processes are migrated or reconfigured amongst the physical hosts

in a specific way? This can help us understand the tradeoff between performance and

power consumption. Sometimes it may be preferable to trade less performance for lower

power consumption and distribution for power and heating related reasons.

• Reliability Inference: An upcoming and interesting problem faced for massively par-

allel applications running on a multiple node cluster is that of its reliability needs. For

a system consisting of many independent parts, e.g. a thousand-node cluster, the mean

time between failures can be very low. Moreover, this reliability can even depend on

the power usage of the hardware. A direction for exploration is whether it is possible

to infer the reliability needs of a distributed application and recommend any necessary

action? This issue is still very new and needs a more precise study to understand the

real issues and answers sought.

• Additional VMM Assistance: Some more questions that can be explored are: Can

we greatly enhance black box inference if we can get some extra information from

the VMM beyond what we can get currently ? What is the ideal data that we can

get to infer useful properties about the application, while still remaining application

and/or OS agnostic? What if we could embed the inference techniques developed in this

dissertation into the VMM?

• Ensuring Conflict Free Communication for Multiple Parallel Applications: Can we

sync applications so that there is no overlapping communication ?

• Temporal Topology Inference: If the combined topology is very complex and may

pose difficulty in reservation in optical networks, can we break it up into multiple sim-

pler topologies, based on temporal differences? For example a more complex topology

may actually be composed of two simpler topologies alternating after one another in
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succession.

Apart from some of the above aspects for application inference, there is the other side:

How can we leverage this information to help improve its performance or schedule applica-

tions better ? For example, some possible directions are:

1. Incorporate the techniques described in this dissertation in the middleware, and imple-

ment the API, so that the middleware exposes the functionality for other applications.

2. Modify adaptation algorithms to take advantage of the new inferred information. For

example, the new absolute performance metrics present in Chapter 3 can be now used by

adaptation algorithms to record and present the effectiveness of adaptation algorithms in

a black box fashion. These records can also be used to guide the adaptation algorithms

themselves. Similarly, the BIC algorithms and Global Bottleneck techniques described

in Chapter 4 and 5 can result in vastly improved adaptation algorithms that can identify

distressed portions of an application and migrate/re-allocate resources accordingly to

eliminate the bottleneck.

3. Develop new black box statistical scheduling algorithms that take advantage of new

application fingerprint data like its power spectrum or CDF. There are numerous ways

in which these statistics could be combined and could result in better co-scheduling of

applications together on shared resources.

The above discussion have given some idea about the rich possibilities that exist in the

area of application inference and their applications.
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Appendix A

Increasing Application Performance In
Virtual Environments through Run-time
Inference and Adaptation

Note: This work was done in collaboration with my colleague Ananth I. Sundararaj and Prof.

Peter Dinda and published in High Performance Distributed Computing (HPDC) 2005

A.1 Introduction

Virtual machines can greatly simplify grid and distributed computing by lowering the level

of abstraction from traditional units of work, such as jobs, processes, or RPC calls to that of

a raw machine. This abstraction makes resource management easier from the perspective of

resource providers and results in lower complexity and greater flexibility for resource users.

A virtual machine image that includes preinstalled versions of the correct operating system,

libraries, middleware and applications can make the deployment of new software far simpler.

We have made a detailed case for grid computing on virtual machines in a previous paper [43].

We are developing a middleware system, Virtuoso, for virtual machine grid computing [126].

Grid computing is intrinsically about using multiple sites, with different network man-

agement and security philosophies, often spread over the wide area [45]. Running a virtual
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machine on a remote site is equivalent to visiting the site and connecting a new machine. The

nature of the network presence (active Ethernet port, traffic not blocked, routable IP address,

forwarding of its packets through firewalls, etc) the machine gets, or whether it gets a presence

at all, depends completely on the policy of the site. Not all connections between machines are

possible and not all paths through the network are free. The impact of this variation is further

exacerbated as the number of sites is increased, and if we permit virtual machines to migrate

from site to site.

To deal with this network management problem in Virtuoso, we developed VNET [134], a

simple layer 2 virtual network tool. Using VNET, virtual machines have no network presence

at all on a remote site. Instead, VNET provides a mechanism to project their virtual network

cards onto another network, which also moves the network management problem from one

network to another. Because the virtual network is a layer 2 network, a machine can be

migrated from site to site without changing its presence—it always keeps the same IP address,

routes, etc. The first version of VNET is publicly available.

An application running in some distributed computing environment, must adapt to the

(possibly changing) available computational and networking resources. Despite many ef-

forts [15, 24, 34, 55, 56, 68, 82, 95, 96, 111, 127, 140, 150, 159], adaptation mechanisms and con-

trol have remained very application-specific or required rewriting applications. We claim that

adaptation using the low-level, application-independent adaptation mechanisms made possi-

ble by virtual machines interconnected with a virtual network is effective. This work provides

evidence for that claim.

Custom adaptation by either the user or the resource provider is exceedingly complex as

the application requirements, computational and network resources can vary over time. VNET

is in an ideal position to

1. measure the traffic load and application topology of the virtual machines,
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2. monitor the underlying network and its topology,

3. adapt the application as measured in step 1 to the network as measured in step 2, and

4. adapt the network to the application by taking advantage of resource reservation mech-

anisms.

This work focuses on steps 1 and 3. There is abundant work that suggests that step 2 can be

accomplished within or without the virtual network using both active [122, 152] and passive

techniques [97, 124, 155]. We are just beginning to work on step 4.

These services can be done on behalf ofexisting, unmodified applications and operating

systemsrunning in the virtual machines. One previous paper [134] laid out the argument and

formalized the adaptation problem, while a second paper [135] gave very preliminary results

on automatic adaptation using one mechanism. Here, we demonstrate how to control three

adaptation mechanisms provided by our system in response to the inferred communication

behavior of the application running in a collection of virtual machines, and provide extensive

evaluation.

We use the following three adaptation mechanisms:

• Virtual machine migration: Virtuoso allows us to migrate a VM from one physical host

to another. Much work exists that demonstrates that fast migration of VMs running

commodity applications and operating systems is possible [85, 112, 121]. Migration

times down to 5 seconds have been reported [85]. As migration times decrease, the

rate of adaptation we can support and our work’s relevance increases. Note that while

process migration and remote execution has a long history [40, 108, 131, 141, 154], to

use these facilities, we must modify or relink the application and/or use a particular OS.

Neither is the case with VM migration.

• Overlay topology modification: VNET allows us to modify the overlay topology among
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a user’s VMs at will. A key difference between it and overlay work in the application

layer multicast community [19, 23, 73] is that the VNET provides global control of the

topology, which our adaptation algorithms currently (but not necessarily) assume.

• Overlay forwarding: VNET allows us to modify how messages are routed on the over-

lay. Forwarding tables are globally controlled, and topology and routing are completely

separated, unlike in multicast systems.

A.2 Virtuoso

Virtuoso is a system for virtual machine grid computing that for a user very closely emulates

the existing process of buying, configuring, and using an Intel-based computer or collection

of computers from a web site. Virtuoso does rudimentary admission control of VMs, but the

work described here additionally provides the ability for the system to adapt when the user

cannot state his resource requirements, and the ability to support a mode of operation in which

VMs and other processes compete for resources. In effect, the more competition, the cheaper

the cost of admission. More details are available elsewhere [126].

A.2.1 VNET

VNET is the part of our system that creates and maintains the networking illusion, that the

user’s virtual machines (VMs) are on the user’s local area network. The specific mechanisms

we use are packet filters, packet sockets, and VMware’s [144] host-only networking interface.

Each physical machine that can instantiate virtual machines (a host) runs a single VNET dae-

mon. One machine on the user’s network also runs a VNET daemon. This machine is referred

to as the Proxy.

Although we use VMware as our virtual machine monitor (VMM), VNET can operate

with any VMM that provides an externally visible representation of the virtual network inter-
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Figure A.1: VNET startup topology.

face. For example, VNET, without modification, has been successfully used with User Mode

Linux [35] and the VServer extension to Linux [94].

Figure A.1 shows a typical startup configuration of VNET for four hosts, each of which

may support multiple VMs. Each of the VNET daemons is connected by a TCP connection

(a VNET link) to the VNET daemon running on the Proxy. We refer to this as the resilient

star backbone centered on the Proxy. By resilient, we mean it will always be possible to at

least make these connections and reestablish them on failure. We would not be running a

VM on any of these host machines if it were not possible in some way to communicate with

them. This communication mechanism can be exploited to provide VNET connectivity for a

remote VM. For example, if an SSH connection can be made to the host, VNET traffic can be

tunneled over the SSH connection.

The VNET daemons running on the hosts and Proxy open their virtual interfaces in promis-

cuous mode using Berkeley packet filters [105]. Each packet captured from the interface or

received on a link is matched against a forwarding table to determine where to send it, the

possible choices being sending it over one of its outgoing links or writing it out to one of

its local interfaces using libnet, which is built on packet sockets, available on both Unix and

Windows.

Figure A.2 illustrates the operation of a VNET link. Each successfully matched packet is
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Figure A.2: A VNET link.

also passed to VTTIF. The Proxy, through its physical interface, provides a network presence

for all the VMs on the user’s LAN and makes their configuration a responsibility of the user

and his site administrator.

The star topology is simply the initial configuration. Additional links and forwarding rules

can be added or removed at any time. In the case of migration, the VM seamlessly maintains

its layer 2 and layer 3 network presence; neither MAC nor IP addresses change and the external

network presence of the VM remains on the LAN of the Proxy. Figure A.7 shows a VNET

configuration that has been dynamically adapted to reflect a topology change.

A VNET client can query any VNET daemon for available network interfaces, links, and

forwarding rules. It can add or remove overlay links and forwarding rules. The primitives

generally execute in∼20 ms, including client time. On initial startup VNET calculates an

upper bound on the time taken to configure itself (or change topology). This number is used

to determine sampling and smoothing intervals in VTTIF, as we describe below.

Building on the primitives, we have developed a language for describing the VM to host

mapping, the topology, and its forwarding rules. A VNET overlay is usually managed using

scripts that generate or parse descriptions in that language. We can
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• Start up a collection of VNET daemons and establish an initial topology among them.

• Fetch and display the current topology and VM mappings.

• Fetch and display the route a packet will take between two Ethernet addresses.

• Compute the differences between the current topology, forwarding rules, and mappings

and a specified topology, forwarding rules, and mappings.

• Reconfigure the topology, forwarding rules, and VM mappings to match a specified

topology, forwarding rules, and mappings.

• Fetch and display the current application topology using VTTIF.

A.2.2 VTTIF

The Virtual Topology and Traffic Inference Framework integrates with VNET to automatically

infer the dynamic topology and traffic load of applications running inside the VMs in the

Virtuoso system. In our earlier work [57], we demonstrated that it is possible to successfully

infer the behavior of a BSP application by observing the low level traffic sent and received

by each VM in which it is running. Here we show how to smooth VTTIF’s reactions so that

adaptation decisions made on its output cannot lead to oscillation.

VTTIF works by examining each Ethernet packet that a VNET daemon receives from a

local VM. VNET daemons collectively aggregate this information producing a global traffic

matrix for all the VMs in the system. The application topology is then recovered from this

matrix by applying normalization and pruning techniques [57]. Since the monitoring is done

below the VM, it does not depend on the application or the operating system in any manner.

VTTIF automatically reacts to interesting changes in traffic patterns and reports them, driving

the adaptation process. Figure A.3 illustrates VTTIF.
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Figure A.3: An overview of the dynamic topology inference mechanism in VTTIF.

Figure A.4: The NAS IS benchmark running on 4 VM hosts as inferred by VTTIF.

VTTIF can accurately recover common topologies from both synthetic and application

benchmarks like the PVM-NAS benchmarks. For example, Figure A.4 shows the topology in-

ferred by VTTIF from the NAS benchmark Integer Sort [149] running on VMs. The thickness

of each link reflects the intensity of communication along it. VTTIF adds little overhead to

VNET. Latency is indistinguishable while throughput is affected by∼1%.

Performance VTTIF runs continuously, updating its view of the topology and traffic load

matrix among a collection of Ethernet addresses being supported by VNET. However, in the

face of dynamic changes, natural questions arise: How fast can VTTIF react to topology

change? If the topology is changing faster than VTTIF can react, will it oscillate or provide

a damped view of the different topologies? VTTIF also depends on certain configuration

parameters which affect its decision whether the topology has changed. How sensitive is

VTTIF to the choice of configuration parameters in its inference algorithm?

The reaction time of VTTIF depends on the rate of updates from the individual VNET

daemons. A fastupdate rateimposes network overhead but allows a finer time granularity
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Figure A.5: VTTIF is well damped.

over which topology changes can be detected. In our current implementation, at the fastest,

these updates arrive at a rate of 20 Hz. At the Proxy, VTTIF then aggregates the updates into a

global traffic matrix. To provide a stable view of dynamic changes, it applies a low pass filter

to the updates, aggregating the updates over a sliding window and basing its decisions upon

this aggregated view.

Whether VTTIF reacts to an update by declaring that the topology has changed depends

on thesmoothing intervaland thedetection threshold. The smoothing interval is the slid-

ing window duration over which the updates are aggregated. This parameter depends on the

adaptation time of VNET, which is measured at startup, and determines how long a change

must persist before VTTIF notices. The detection threshold determines if the change in the

aggregated global traffic matrix is large enough to declare a change in topology. After VTTIF

determines that a topology has changed, it will take some time for it to settle, showing no

further topology changes. The best case settle time that we have measured is one second, on

par with the adaptation mechanisms.

Given an update rate, smoothing interval, and detection threshold, there is a maximum

rate of topology change that VTTIF can keep up with. Beyond this rate, we have designed
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Figure A.6: VTTIF is largely insensitive to the detection threshold.

VTTIF to stop reacting, settling into a topology that is a union of all the topologies that are

unfolding in the network. Figure A.5 shows the reaction rate of VTTIF as a function of

the topology change rate and shows that it is indeed well damped. Here, we are using two

separate topologies and switching rapidly between them. When this topology change rate

exceeds VTTIF’s configured rate, the reported change rate settles and declines. The knee of

the curve depends on the choice of smoothing interval and update rate, with the best case

being∼1 second. Up to this limit, the rate and interval set the knee according to the Nyquist

criterion.

VTTIF is largely insensitive to the choice of detection threshold, as shown in Figure A.6.

However, this parameter does determine the extent to which similar topologies can be dis-

tinguished. Note that appropriate settings of the VTTIF parameters are determined by the

adaptation mechanisms, not theapplication.
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A.3 Adaptation and VADAPT

Virtuoso uses VTTIF to determine the communication behavior of the application running in a

collection of VMs and can leverage the plethora of existing work on network monitoring ([98]

is a good taxonomy) to determine the behavior of the underlying resources. The VNET com-

ponent of Virtuoso provides the mechanisms needed to adapt the application to the network.

Beyond this, what is needed is

• the measure of application performance, and

• the algorithms to control the adaptation mechanisms in response to the application and

network behaviors.

Here the measure is the throughput of the application.

The adaptation control algorithms are implemented in the VADAPT component of Virtu-

oso. For a formalization of the adaptation control problem, please see our previous work [134].

The full control problem, informally stated in English, is “Given the network traffic load ma-

trix of the application and its computational intensity in each VM, the topology of the network

and the load on its links, routers, and hosts, what is the mapping of VMs to hosts, the overlay

topology connecting the hosts, and the forwarding rules on that topology that maximizes the

application throughput?”

VADAPT uses greedy heuristic algorithms to quickly answer this question when applica-

tion information is available, and VM migration and topology/forwarding rule changes are the

adaptation mechanisms.

A.3.1 Topology adaptation

VADAPT uses a greedy heuristic algorithm to adapt the VNET overlay topology to the com-

munication behavior of the application. VTTIF infers the application communication topol-
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Figure A.7: As the application progresses VNET adapts its overlay topology to match that of
the application communication as inferred by VTTIF leading to an significant improvement in
application performance, without any participation from the user.

ogy giving a traffic intensity matrix that is represented as an adjacency list where each entry

describes communication between two VMs. The topology adaptation algorithm is as follows:

1. Generate a new list which represents the traffic intensity between VNET daemons that

is implied by the VTTIF list and the current mapping of VMs to hosts.

2. Order this list by decreasing traffic intensity.

3. Establish the links in order untilc links have been established.

The cost constraintc is supplied by the user or system administrator. The cost constraint can

also be specified as a percentage of the total intensity reflected in the inferred traffic matrix, or

as an absolute limit on bandwidth.1

Figure A.7 illustrates topology adaptation. Here, an application configured with neighbor-

exchange on a ring application topology of four VMs, starts executing with a VNET star

1The precise details of this algorithm (and the next) can be found on our website:
http://virtuoso.cs.northwestern.edu/vadapt-algs-rev1.pdf.
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topology (dotted lines) centered on the Proxy. VTTIF infers the topology and in response

VADAPT tells VNET to add four links (dark lines) to form an overlay ring among the VNET

daemons, thus matching the application’s topology.

We refer to these added links as thefast path topology, as they lead to faster communication

between the application components. It is important to note that

• The links may be of different types (TCP, UDP, STUN [118], HTTP, SOAP, etc) de-

pending on the security policies of the two sites.

• Some links may be more costly than others (for example, those that support reserva-

tions).

• Not all desired links are possible.

The resilient star topology is maintained at all times. The fast path topology and its associated

forwarding rules are modified as needed to improve performance.

A.3.2 Migration

VADAPT uses a greedy heuristic algorithm to map virtual machines onto physical hosts. As

above, VADAPT uses the application communication behavior as captured by VTTIF and ex-

pressed as an adjacency list as its input. In addition, we also use throughput estimates between

each pair of VNET daemons arranged in decreasing order. The algorithm is as follows:

1. Generate a new list which represents the traffic intensity between VNET daemons that

is implied by the VTTIF list and the current mapping of VMs to hosts.

2. Order the VM adjacency list by decreasing traffic intensity.

3. Order the VNET daemon adjacency list by decreasing throughput.
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4. Make a first pass over the VM adjacency list to locate every non-overlapping pair of

communicating VMs and map them greedily to the first pair of VNET daemons in the

VNET daemon adjacency list which currently have no VMs mapped to them. At the

end of the first pass, there is no pair of VMs on the list for which neither VM has been

mapped.

5. Make a second pass over the VM adjacency list, locating, in order, all VMs that have

not been mapped onto a physical host. These are the “stragglers”.

6. For each of these straggler VMs, in VM adjacency list order, map the VM to a VNET

daemon such that the throughput estimate between the VM and its already mapped

counterpart is maximum.

7. Compute the differences between the current mapping and the new mapping and issue

migration instructions to achieve the new mapping.

A.3.3 Forwarding rules

Once VADAPT determines the overlay topology, we compute the forwarding rules using an

all pairs shortest paths algorithm with each edge weight corresponding to the total load on

the edge from paths we have determined. This spreads traffic out to improve network perfor-

mance.

A.3.4 Combining Algorithms

When we combine our algorithms, we first run the migration algorithm to map the VMs to

VNET daemons. Next, we determine the overlay topology based on that mapping. Finally, we

compute the forwarding rules.
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A.4 Experiments with BSP

Our evaluation of VADAPT for bulk-synchronous parallel applications examines inference

time, reaction time, and benefits of adaptation using topology adaptation, migration, and both.

We find that the overheads of VADAPT are low and that the benefits of adaptation can be

considerable. This is especially remarkable given that the system is completely automated,

requiring no help from the application, OS, or developer.

A.4.1 Patterns

Patterns [57] is a synthetic workload generator that captures the computation and communi-

cation behavior of BSP programs. In particular, we can vary the number of nodes, the com-

pute/communicate ratio of the application, and select from communication operations such

as reduction, neighbor exchange, and all-to-all on application topologies including bus, ring,

n-dimensional mesh,n-dimensional torus,n-dimensional hypercube, and binary tree. Patterns

emulates a BSP program with alternating dummy compute phases and communication phases

according to the chosen topology, operation, and compute/communicate ratio.

A.4.2 Topology Adaptation

In earlier work [135] we demonstrated that topology adaptation alone can increase the perfor-

mance of patterns, although the evaluation was very limited. We summarize and expand on

these results here. We studied all combinations of the following parameters:

• Number of VMs: 4 and 8.

• Application topology and communication patterns: neighbor exchange on a bus, ring,

2D mesh, and all-to-all.
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• Environments: (a) All VMs on a single IBM e1350 cluster2, (b) VMs equally divided

between two adjacent IBM e1350 clusters connected by two firewalls and a 10 mbit

Ethernet link, (c) VMs equally divided between one IBM e1350 cluster and a slower

cluster3 connected via two firewalls and a campus network, and (d) VMs spread over the

wide area hosted on performance-diverse machines at CMU, Northwestern, U.Chicago,

and on the DOT network4.

Reaction Time

For eight VNET daemons in a single cluster that is separated from the Proxy and user by a

MAN, different fast path topologies and their default forwarding rules can be configured in0.7

to 2.3 seconds. This configuration emphasizes the configuration costs. Creating the initial star

takes about0.9 seconds. Recall from Section A.2.2 that the VTTIF inference time depends on

the smoothing interval chosen and other parameters, with the best measured time being about

one second. In the following, VTTIF is configured with a 60 second smoothing interval.

Benefits

If we addc of the n inferred links using the VADAPT topology adaptation algorithm, how

much do we gain in terms of throughput, measured as iterations/second of patterns? We

repeated this experiment for all of our configurations. In the following, we show representative

results.

Figure A.8 gives an example for the single cluster configuration, here running an 8 VM

all-to-all communication. Using only the resilient star, the application has a throughput of

∼1.25 iterations/second, which increases to∼1.5 iterations/second when the highest priority

2Nodes are dual 2.0 GHz Xeons with 1.5 GB RAM running Red Hat Linux 9.0 and VMware GSX Server 2.5,
connected by a 100 mbit switched network.

3Nodes are dual 1 GHz P3s with 1 GB RAM running Red Hat 7.3 and VMware GSX Server 2.5, connected
by a 100 mbit switched network

4www.dotresearch.org
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Figure A.8: All-to-all topology with eight VMs, all on the same cluster.

fast path link is added. This increase continues as we add links, improving throughput by up

to factor of two.

Figure A.9 illustrates the worst performance we measured, for a bus topology among ma-

chines spread over two clusters separated by a MAN. Even here, VADAPT did not decrease

performance.

Figure A.10 shows performance for 8 VMs, all-to-all, in the WAN scenario, with the

hosts spread over the WAN (3 in a single cluster at Northwestern, 2 in another cluster at

Northwestern, one in a third MAN network, one at U.Chicago, and one at CMU. The Proxy

and the user are located on a separate network at Northwestern. Again, we see a significant

performance improvement as more and more fast path links are added.

A.4.3 Migration and Topology Adaptation

Here we show, for the first time, results for migration and topology adaptation (Section B.4),

separately and together. We studied the following scenarios:
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Figure A.9: Bus topology with eight VMs, spread over two clusters over a MAN.

Figure A.10: All-to-all topology with eight VMs, spread over a WAN.
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• Adapting to compute/communicate ratio: Patterns was run in 8 VMs spread over the

WAN (4 on Northwestern’s e1350, 3 on the slower Northwestern cluster, and 1 at CMU).

The compute/communicate ratio of patterns was varied.

• Adapting to external load imbalance: Patterns was run in 8 VMs all on Northwestern’s

e1350. A high level of external load was introduced on one of the nodes of the cluster.

The compute/communicate ratio of patterns was varied.

In both cases, patterns executed an all-to-all communication pattern.

Reaction Time

The time needed by VNET to change the topology is as described earlier. The additional cost

here is in VM migration. As we mentioned in the introduction, there is considerable work on

VM migration. Some of this work has reported times as low as 5 seconds to migrate a full

blown personal Windows VM [85]. Although Virtuoso supports plug-in migration schemes,

of which we have implemented copy using SSH, synchronization using RSYNC [142], and

migration by transferring redo logs in a versioning file system [32], in this work, we use

RSYNC. The migration time is typically 300 seconds.

Benefits

For an application with a low compute/communicate ratio, we would expect that migrating

its VMs to a more closely coupled environment would improve performance. We would also

expect that it would benefit more from topology adaptation than an application with a high

ratio.

Figure A.11 illustrates our scenario of adapting to the compute/communicate ratio of the

application. For a low compute/communicate ratio, we see that the application benefits the

most from migration to a local cluster and the formation of the fast path links. In the WAN en-

vironment, adding the overlay links alone doesn’t help much because the underlying network
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Figure A.11: Effect on application throughput of adapting to compute/communicate ratio.

Figure A.12: Effect on application throughput of adapting to external load imbalance.

is slow. Adding the overlay links in the local environment has a dramatic effect because the

underlying network is much faster.

As we move towards high compute/communicate ratios migration to a local environment

results in significant performance improvements. The hosts that we use initially have diverse

performance characteristics. This heterogeneity leads to increasing throughput differences as

the application becomes more compute intensive. Because BSP applications run at the speed

of the slowest node, the benefit of migrating to similar-performing nodes increases as the

compute/communicate ratio grows.
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Figure A.12, shows the results of adapting to external load imbalance. We can see that

for low compute/communicate ratios, migration alone does not help much. The VMs are I/O

bound here and do not benefit from being relieved of external CPU load. However, migrating

to a lightly loaded hostandadding the fast path links dramatically increases throughput. After

the migration, the VM has the CPU cycles needed to drive network much faster.

As the compute/communicate ratio increases, we see that the effect of migration quickly

overpowers the effect of adding the overlay links, as we might expect. Migrating the VM to a

lightly loaded machine greatly improves the performance of the whole application.

A.4.4 Discussion

It is a common belief that lowering the level of abstraction increases performance while in-

creasing complexity. In this particular case, the rule may not apply. Our abstraction for the

user is identical to his existing model of a group of machines, but we can increase the perfor-

mance he sees. In addition, it is our belief that lowering of the level of abstraction also makes

adaptation much more straightforward to accomplish.

Clearly it is possible to use our inference tool, VTTIF, the adaptation mechanisms of

VNET, and the adaptation algorithms of VADAPT to greatly increase the performance of

existing, unmodified BSP applications running in a VM environment like Virtuoso.

Adaptation needs to be sensitive to the nature of the application and different or multiple

adaptation mechanisms may well be needed to increase performance. The inference capabil-

ities of tools like VTTIF play a critical role in guiding adaptation so that maximum benefit

can be derived for the application. While VTTIF tells us the application’s resource demands,

it does not (yet) tell us where the performance bottleneck is. This is an important next step

for us. Determining the application’s performance goal is also a key problem. In this work,

we used throughput. More generally, we can use an objective function, either given by the

programmer or learned from the user.
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Figure A.13: The configuration of TPC-W used in our experiment.

A.5 Multi-tier Web Sites

Can VADAPT help non-parallel applications? Most web sites serve dynamic content and are

built using a multi-tier model, including the client, the web server front end, the application

server(s), cache(s), and the database. We are still in the early stages of applying VADAPT to

this domain, but we have promising results that indicate that considerable performance gains

are possible.

TPC-W is an industry benchmark5 for such sites. TPC-W models an online bookstore.

The separable components of the site can be hosted in separate VMs. Figure A.13 shows

the configuration of TPC-W that we use, spread over four VMs hosted on our e1350 cluster.

Remote Browser Emulators (RBEs) simulate users interacting with the web site. RBEs talk to

a web server (Apache) that also runs an application server (Tomcat). The web server fetches

images from an NFS-mounted image server, alternatively forwarding image requests directly

to an Apache server also running on the image server. The application server uses a backend

database (MySQL) as it generates content. We run the browsing interaction job mix (5% of

accesses are order-related) to place pressure on the front-end web servers and the image server.

5We use the Wisconsin PHARM group’s implementation [69], particularly the distribution created by Jan
Kiefer.
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No Migration 1.216 1.76
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Figure A.14: Web throughput (WIPS) with image server facing external load under different
adaptation approaches.

The primary TPC-W metric is the WIPS rating. Figure A.14 shows the sustained WIPS

achieved under different adaptation approaches. We are adapting to a considerable external

load being applied to the host on which the image server is running. When VADAPT migrates

this VM to another host in the cluster, performance improves. Reconfiguring the topology

also improves performance as there is considerable traffic outbound from the image server.

Using both adaptation mechanisms simultaneously increases performance by a factor of two

compared to the original configuration.

A.6 Conclusions

We have demonstrated the power of adaptation at the level of a collection of virtual machines

connected by a virtual network. Specifically, we can, at run-time, infer the communication

topology of a BSP application or web site executing in a set of VMs. Using this information,

we can dramatically increase application throughput by using heuristic algorithms to place the

VMs on appropriate nodes and partially or completely match the application topology in our

overlay topology.Unlike previous work in adaptive systems and load balancing, no modifica-

tions to the application or its OS are needed, and our techniques place no requirements on the

two other than they generate Ethernet packets.
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Appendix B

Free Network Measurement For Adaptive
Virtualized Distributed Computing

This work was done in collaboration with my colleagues Marcia Zangrilli, Ananth I. Sun-

dararaj, Anne I. Huang, Peter A. Dinda and Bruce B. Lowekamp and was published in IEEE

International Parallel Distributed Processing Symposium (IPDPS) 2006.

B.1 Introduction

Virtual machines interconnected with virtual networks are an extremely effective platform for

high performance distributed computing, providing benefits of simplicity and flexibility to

both users and providers [43, 78, 81]. We have developed a virtual machine distributed com-

puting system called Virtuoso [126] that is based on virtual machine monitors and a overlay

network system called VNET [134].

A platform like Virtuoso also provides key opportunities for resource and application mon-

itoring, and adaptation. In particular, it can:

1. Monitor the application’s traffic to automatically and cheaply produce a view of the
application’s network demands. We have developed a tool, VTTIF [58], that accomplishes this.

2. Monitor the performance of the underlying physical network by use the application’s own
traffic to automatically and cheaply probe it, and then use the probes to produce
characterizations. This work describes how this is done.
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3. Adapt the application to the network to make it run faster or more cost-effectively. This work
extends our previous adaptation work [135, 139] with algorithms that make use of network
performance information.

4. Reserve resources, when possible, to improve performance [88, 91].

Virtuoso is capable of accomplishing these feats using existing, unmodified applications run-

ning on existing, unmodified operating systems.

We build on the success of our Wren passive monitoring and network characterization

system [156,?] to accomplish (2) above. Wren consists of a kernel extension and a user-level

daemon. Wren can:

1. Observe every incoming and outgoing packet arrival in the system with low overhead.
2. Analyze these arrivals using state-of-the-art techniques to derive from them latency and

bandwidth information for all hosts that the present host communicates with. Earlier work
described offline analysis techniques. This work describes online techniques to continuously
and dynamically update the host’s view of the network.

3. Collect latency, available bandwidth, and throughput information so that an adaptation
algorithm can have a bird’s eye view of the physical network, just as it has a bird’s eye view of
the application topology via VTTIF. This new work is described for the first time here.

4. Answer queries about the bandwidth and latency between any pair of machines in the virtual
network. This is described for the first time here.

In the following, we begin by describing and evaluating the online Wren system (Sec-

tion B.2) and how it interacts with the Virtuoso system (Section B.3). In Section B.4, we

describe adaptation algorithms in Virtuoso that make use of Wren’s view of the physical net-

work. We present results showing Wren calculating available bandwidth using Virtuoso’s

run-time communication and present simulations of our adaptation algorithms in response to

that information. Our results are promising, and we are currently integrating these components

to support run-time adaptation.

B.2 Wren Online

The Wren architecture is shown in Figure B.1. The key feature Wren uses is kernel-level

packet trace collection. These traces allow precise timestamps of the arrival and departure of
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Figure B.1: Wren architecture.
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packets on the machines. The precision of the timestamps is crucial because our passive avail-

able bandwidth algorithm relies on observing the behavior of small groups of packets on the

network. A user-level component collects the traces from the kernel. Run-time analysis deter-

mines available bandwidth and the measurements are reported to other applications through

a SOAP interface. Alternatively, the packet traces can be filtered for useful observations and

transmitted to a remote repository for analysis.

Because we are targeting applications with potentially bursty and irregular communication

patterns, many applications will not generate enough traffic to saturate the network and provide

useful information on the current bandwidth achievable on the network. The key observation

behind Wren is thateven when the application is not saturating the network, it is sending

bursts of traffic that can be used to measure the available bandwidth of the network.

The analysis algorithm used by Wren is based on the self-induced congestion (SIC) al-

gorithm [113, 117]. Active implementations of this algorithm generate trains of packets at

progressively faster rates until increases in one-way delay are observed, indicating queues

building along the path resulting from the available bandwidth being consumed. We apply

similar analysis to our passively collected traces, but our key challenge is identifying appro-

priate trains from the stream of packets generated by the TCP sending algorithm. ImTCP

integrates an active SIC algorithm into a TCP stack, waiting until the congestion window has

opened large enough to send an appropriate length train and then delaying packet transmis-

sions until enough packets are queued to generate a precisely spaced train [102]. Wren avoids

modifying the TCP sending algorithm, and in particular delaying packet transmission.

The challenge Wren addresses compared to ImTCP and other active available bandwidth

tools is that Wren must select from the data naturally available in the TCP flow. Although

Wren has less control over the trains and selects shorter trains than would deliberately be

generated by active probing, over time the burstiness of the TCP process produces many trains

at a variety of rates [76, 125], thus allowing bandwidth measurements to be made.
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B.2.1 Online Analysis

Wren’s general approach, collection overhead, and available bandwidth algorithm have been

presented and analyzed in previous papers [155, 156]. Wren has negligible effect on through-

put, latency, or CPU consumption when collecting packet header traces. To support Virtuoso’s

adaptation, however, two changes are required. First, previous implementations of Wren relied

on offline analysis. We describe here our online analysis algorithm used to report available

bandwidth measurements using our SOAP interface. Second, Wren has previously used fixed-

size bursts of network traffic. The new online tool scans for maximum-sized trains that can

be formed using the collected traffic. This approach results in more measurements taken from

less traffic.

The online Wren groups outgoing packets into trains by identifying sequences of packets

with similar interdeparture times between successive pairs. The tool searches for maximal-

length trains with consistently spaced packets and calculates the initial sending rate (ISR)

for those trains. After identifying a train, we calculate the ACK return rate for the matching

ACKs. The available bandwidth is determined by observing the ISR at which the ACKs

show an increasing trend in the RTTs, indicating congestion on the path. We have previously

described this algorithm in more detail [156].

All available bandwidth observations are passed to the Wren observation thread. The

observation thread provides a SOAP interface that clients can use to receive the stream of

measurements produced using application traffic. Because the trains are short and represent

only a singleton observation of an inherently bursty process, multiple observations are required

to converge to an accurate measurement of available bandwidth.

B.2.2 Performance

We evaluated our new variable train-length algorithm in a controlled-load/controlled latency

testbed environment because validating measurements on real WANs is difficult due to the
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Figure B.2: Wren measurements reflect changes in available bandwidth even when the moni-
tored application’s throughput does not consume all of the available bandwidth.

lack of access to router information in the WAN. For this experiment, iperf generated uniform

CBR cross traffic to regulate the available bandwidth, changing at 20 seconds and stopping at

40 seconds, as shown by the dashed line of Figure B.2.

We monitored application traffic that sent 20 200KB messages with .1 second inter-message

spacings, paused 2 seconds, 10 500KB messages with .1 second inter-message spacings,

paused 2 seconds, and then sent 10 4MB messages with .1 second inter-message spacings.

This pattern was repeated twice followed by 500KB messages sent with random inter-message

spacings. The throughput achieved is shown by the solid line of Figure B.2.

In the first 40 seconds of Figure B.2, we see that the throughput of the traffic generator

varies according to the size of message being sent. The last 5 seconds of this graph show

that the throughput of the generator also depends on the inter-message spacings. Figure B.2

shows that our algorithm produces accurate available bandwidth measurements even when the

throughput of the application we are monitoring is not saturating the available bandwidth, as

seen particularly well at the beginning and 20 seconds into the trace. The reported available

bandwidth includes that consumed by the application traffic used for the measurement.

In our next experiment, we simulated a WAN environment using Nistnet to increase the
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Figure B.3: Wren measurements from monitoring application on simulated WAN accurately
detect changes in available bandwidth. The cross traffic in the testbed is created by on/off TCP
generators.

latencies that the cross traffic and monitored application traffic experienced on our testbed. We

used on/off TCP traffic generators to create congestion on the path, with Nistnet emulating

latencies ranging from 20 to 100ms and bandwidths from 3 to 25Mbps for the TCP traffic

generators. The application traffic that was monitored sent 700K messages with .1 second

inter-message spacing, with Nistnet adding a 50ms RTT to that path. SNMP was used to poll

the congested link to measure the actual available bandwidth. Figure B.3 demonstrates how

the Wren algorithm can measure the available bandwidth of larger latency paths with variable

cross traffic.

We have shown that our online Wren can accurately measure available bandwidth by mon-

itoring application traffic that does not consume all of the available bandwidth. Furthermore,

Wren can be used to monitor available bandwidth on low latency LANs or high latency WANs.

B.2.3 Monitoring VNET Application Traffic

To validate the combination of Wren monitoring an application using VNET we ran a simple

BSP-style communication pattern generator. Figure B.4 shows the results of this experiment,

with the throughput achieved by the application during its bursty communication phase and
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Figure B.4: Wren observing a neighbor communication pattern sending 200K messages within
VNET.

Wren’s available bandwidth observations. Although the application never achieved significant

levels of throughput, Wren was able to measure the available bandwidth. Validating these

results across a WAN is difficult, but iperf achieved approximately 24Mbps throughput when

run following this experiment, which is in line with our expectations based on Wren’s obser-

vations and the large number of connections sharing W&M’s 150Mbps Abilene connection.

B.3 Virtuoso and Wren

Virtuoso [43, 126], is a system for virtual machine distributed computing where the virtual

machines are interconnected with VNET, a virtual overlay network. The VTTIF (virtual traffic

and topology inference framework) component observes every packet sent by a VM and infers

from this traffic a global communication topology and traffic load matrix among a collection

of VMs. Wren uses the traffic generated by VNET to monitor the underlying network and

makes its measurements available to Virtuoso’s adaptation framework, as seen in Figure B.5.
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Figure B.5: Virtuoso’s interaction with Wren. The highlighted boxes are components of Vir-
tuoso.
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B.3.1 VNET

VNET [134, 135] is the part of Virtuoso that creates and maintains the networking illusion that

the user’s virtual machines (VMs) are on the user’s local area network. Each physical machine

that can instantiate virtual machines (a host) runs a single VNET daemon. One machine on

the user’s network also runs a VNET daemon. This machine is referred to as the Proxy. Each

of the VNET daemons is connected by a TCP or a virtual UDP connection (a VNET link)

to the VNET daemon running on the Proxy. This is the initial star topology that is always

maintained. Additional links and forwarding rules can be added or removed at any time to

improve application performance.

The VNET daemon running on a machine opens the machine’s virtual (i.e., VMM-provided

attachments to the VMs’ interfaces) and physical Ethernet interfaces in promiscuous mode.

Each packet captured from an interface or received on a link is matched against a forwarding

table to determine where to send it, the possible choices being sending it over one of the dae-

mon’s outgoing links or writing it out to one of the local interfaces. Each successfully matched

packet is also passed to VTTIF to determine the local traffic matrix. Each VNET daemon pe-

riodically sends its inferred local traffic matrix to the VNET daemon on the Proxy. The Proxy,

through its physical interface, provides a network presence for all the VMs on the user’s LAN

and makes their configuration a responsibility of the user and his site administrator.

B.3.2 VTTIF

The VTTIF component integrates with VNET to automatically infer the dynamic topology

and traffic load of applications running inside the VMs in the Virtuoso system. In our earlier

work [58], we demonstrated that it is possible to successfully infer the behavior of a BSP

application by observing the low level traffic sent and received by each VM in which it is

running. We have also shown [135] how to smooth VTTIF’s reactions so that adaptation

decisions made on its output cannot lead to oscillation. The reaction time of VTTIF depends



APPENDIX B. FREE NETWORK MEASUREMENT FOR ADAPTIVE COMPUTING275

on the rate of updates from the individual VNET daemons and on configuration parameters.

Beyond this rate, we have designed VTTIF to stop reacting, settling into a topology that is a

union of all the topologies that are unfolding in the network.

VTTIF works by examining each Ethernet packet that a VNET daemon receives from a

local VM. VNET daemons collectively aggregate this information producing a global traffic

matrix for all the VMs in the system. To provide a stable view of dynamic changes, it applies

a low pass filter to the updates, aggregating the updates over a sliding window and basing its

decisions upon this aggregated view. The application topology is then recovered from this

matrix by applying normalization and pruning techniques.

Since the monitoring is done below the VM, it does not depend on the application or the

operating system in any manner. VTTIF automatically reacts to interesting changes in traffic

patterns and reports them, driving adaptation.

B.3.3 Integrating Virtuoso and Wren

Virtuoso and Wren are integrated by incorporating the Wren extensions into the Host operating

system of the machines running VNET. In this position, Wren monitors the traffic between

VNET daemons, not between individual VMs. Both the VMs and VNET are oblivious to this

monitoring, except for a negligible performance degradation.

The local instance of Wren is made visible to Virtuoso through its SOAP interface. VT-

TIF executes nonblocking calls to Wren to collect updates on available bandwidth and latency

from the local host to other VNET hosts. VTTIF uses VNET to periodically send the local

matrices to the Proxy machine, which maintains global matrices with information about every

pair of VNET hosts. In practice, only those pairs whose VNET daemons exchange messages

have entries. Through these mechanisms, the Proxy has a view of the physical network inter-

connecting the machines running VNET daemons and a view of the application topology and

traffic load of the VMs.



APPENDIX B. FREE NETWORK MEASUREMENT FOR ADAPTIVE COMPUTING276

B.3.4 Overheads

The overheads of integrating Wren with Virtuoso stem from the extra kernel-level Wren

processing each VNET transmission sees, Wren user-level processing of data into bandwidth

and latency estimates, and the cost of using VNET and VTTIF to aggregate local Wren infor-

mation into a global view. Of these, only the first is in the critical path of application perfor-

mance. The Wren kernel-level processing has no distinguishable effect on either throughput

or latency [155]. With VTTIF, latency is unaffected, while throughput is affected by∼1%.

The cost of local processing is tiny and can be delayed.

B.4 Adaptation Using Network Information

As shown in Figure B.5, the VADAPT component of Virtuoso, using the VTTIF and Wren

mechanisms, has a view of the dynamic performance characteristics of the physical network

interconnecting the machines running VNET daemons and a view of the the demands that the

VMs place on it. More specifically, it receives:

1. A graph representing the application topology of the VMs and a traffic load matrix among
them, and

2. Matrices representing the available bandwidth and latency among the Hosts running VNET
daemons.

VADAPT’s goal is to use this information to choose a configuration that maximizes the per-

formance of the application running inside the VMs. A configuration consists of

1. The mapping of VMs to Hosts running VNET daemons,
2. The topology of the VNET overlay network,
3. The forwarding rules on that topology, and

4. The choice of resource reservations on the network and the hosts, if available.

In previous work [135, 139], we have demonstrated heuristic solutions to a subset of the

above problem. In particular, we have manipulated the configuration (sans reservations) in
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response to application information. In the following, we expand this work in two ways. First,

we show how to incorporate the information about the physical network in a formal manner.

Second, we describe two approaches for addressing the formal problem and present an initial

evaluation of them.

B.4.1 Problem formulation

VNET Topology: We are given a complete directed graphG = (H,E) in which H is the set

of all of the Hosts that are running VNET daemons and can host VMs.

VNET Links: Each edgee= (i, j) ∈ E is a prospective link between VNET daemons.e

has a real-valued capacityce which is the bandwidth that the edge can carry in that direction.

This is the available bandwidth between two Hosts (the ones running daemonsi and j) reported

by Wren.

VNET Paths: A path, p(i, j), between two VNET daemonsi, j ∈ H is defined as an

ordered collection of links inE, 〈(i,v1),(v1,v2), ...,(vn, j)〉, which are the set of VNET links

traversed to get from VNET daemoni to j given the current forwarding rules and topology,

v1, . . .vn ∈ H. P is the set of all paths.

VM Mapping: V is the set of VMs in the system, whileM is a function mapping VMs to

daemons.M(k) = l if VM k∈V is mapped to Hostl ∈ H.

VM Connectivity: We are also given a set of ordered 3-tuplesA = (S,D,C). Any tuple,

A(si ,di ,ci), corresponds to an entry in the traffic load matrix supplied by VTTIF. More specif-

ically, if there are two VMs,k,m∈V, whereM(k) = si andM(m) = di , thenci is the traffic

matrix entry for the flow from VMk to VM m.

Configurations: A configurationCONF= (M,P) consists of the VM to VNET daemon

mapping functionM and the set of pathsP among the VNET daemons needed to assure the

connectivity of the VMs. The topology and forwarding rules for the daemons follow from the

set of paths.
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Residual Capacity of a VNET Link: Each tuple,Ai , can be mapped to one of multiple

paths,p(si ,di). Once a configuration has been determined, each VNET linke∈ E has a real-

valued residual capacityrce which is the bandwidth remaining unused on that edge.

Bottleneck Bandwidth of a VNET Path: For each mapped pathsp(si ,di) we define its

bottleneck bandwidth,b(p(si ,di)), as(min(cre)).∀e∈ p(si ,di).

Optimization Problem: We want to choose a configurationCONFwhich maps every VM

in V to a VNET daemon, and every input tupleAi to a network pathp(si ,di) such that the total

bottleneck capacity on the VNET graph,

∑
p∈P

b(p(si ,di)) (B.1)

is maximized or minimized subject to the constraint that

∀e∈ E : rce≥ 0 (B.2)

The intuition behind maximizing the residual bottleneck capacity is to leave the most room

for the application to increase performance within the current configuration. Conversely, the

intuition for minimizing the residual bottleneck capacity is to increase room for other appli-

cations to enter the system. This problem is NP-complete by reduction from the edge disjoint

path problem [137].

B.4.2 Greedy Heuristic Solution

In an online system of any scale, we are unlikely to be able to enumerate all possible con-

figurations to choose a good one. Our first approach is necessarily heuristic and is based on

a greedy strategy with two sequential steps: (1) find a mapping from VMs to Hosts, and (2)

determine paths for each pair of communicating VMs.
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Mapping VMs to Hosts

VADAPT uses a greedy heuristic algorithm to map virtual machines onto physical hosts. The

input to the algorithm is the application communication behavior as captured by VTTIF and

available bandwidth between each pair of VNET daemons, as reported by Wren, expressed as

adjacency lists. The algorithm is as follows:

1. Generate a new VM adjacency list which represents the traffic intensity between VNET
daemons that is implied by the VTTIF list and the current mapping of VMs to hosts.

2. Order the VM adjacency list by decreasing traffic intensity.
3. Extract an ordered list of VMs from the above with a breadth first approach, eliminating

duplicates.
4. For each pair of VNET daemons, find the maximum bottleneck bandwidth (the widest path)

using the adapted Dijkstra’s algorithm described in Section B.4.2.
5. Order the VNET daemon adjacency list by decreasing bottleneck bandwidth.
6. Extract an ordered list of VNET daemons from the above with a breadth first approach,

eliminating duplicates.
7. Map the VMs to VNET daemons in order using the ordered list of VMs and VNET daemons

obtained above.

8. Compute the differences between the current mapping and the new mapping and issue
migration instructions to achieve the new mapping.

Mapping Communicating VMs to Paths

Once the VM to Host mapping has been determined, VADAPT uses a greedy heuristic al-

gorithm to determine a path for each pair of communicating VMs. The VNET links and

forwarding rules derive from the paths. As above VADAPT uses VTTIF and Wren outputs

expressed as adjacency lists as inputs. The algorithm is as follows:

1. Order the setA of VM to VM communication demands in descending order of communication
intensity (VTTIF traffic matrix entry).

2. Consider each 3-tuple in the ordered setA, making a greedy mapping of it onto a path. The
mapping is on the current residual capacity graphG and uses an adapted version of Dijkstra’s
algorithm described in Section B.4.2. No backtracking is done at this stage.
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Adapted Dijkstra’s algorithm

We use a modified version of Dijkstra’s algorithm to select a path for each 3-tuple that has

the maximum bottleneck bandwidth. This is the “select widest” approach. Notice that as

there is no backtracking, it is quite possible to reach a point where it is impossible to map

a 3-tuple at all. Furthermore, even if all 3-tuples can be mapped, the configuration may not

minimize/maximize Equation B.1 as the greedy mapping for each 3-tuple doesn’t guarantee a

global optimum.

Dijkstra’s algorithm solves the single-source shortest paths problem on a weighted, di-

rected graphG = (H,E). Our algorithm solves the single-source widest paths problem on a

weighted directed graphG = (H,E) with a weight functionc : E → R which is the available

bandwidth in our case. The full algorithm description and a proof of correctness is available

in a technical report [60].

B.4.3 Simulated Annealing Solution

Simulated annealing [83] (SA) is a probabilistic evolutionary method that is well suited to

solving global optimization problems, especially if a good heuristic is not known. SA’s ability

to locate a good, although perhaps non-optimal solution for a given objective function in the

face of a large search space is well suited to our problem. Since the physical layer and VNET

layer graphs in our system are fully connected there are a great many possible forwarding

paths and mappings. Additionally, as SA incrementally improves its solution with time, there

is some solution available at all times.

The basic approach is to start with some initial solution to the problem computed using

some simple heuristic such as the adapted Dijkstra based heuristic described above. SA iter-

ations then attempt to find better solutions by perturbing the current solution and evaluating

its quality using a cost function. At any iteration, the system state is the set of prospective

solutions. The random perturbations of the SA algorithm make it possible to explore a di-
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verse range of the search space including points that may appear sub-optimal or even worse

then previous options but may lead to better solutions later on. The probability of choosing

options that are worse than those in the present iteration is reduced as the iterations proceed,

focusing increasingly on finding better solutions close to those in the current iteration. The

full algorithm is available in our technical report [60]. The problem-specific elements of our

application of SA, the perturbation function and the cost evaluation function are described

below.

Perturbation Function

The role of the perturbation function (PF) is to find neighbors of the current state that are then

chosen according to a probability functionP(dE,T) of the energy differencedE = E(s′)−
E(s) between the two states, and of a global time-varying parameterT (the temperature). The

probability function we use isedE/T if dE is negative,1 otherwise. As iterations proceedT is

decreased which reduces the probability of jumping into states that are worse than the current

state.

Given a configurationCONF= (M,P) , whereP is a set of forwarding pathsp(i, j) and

eachp(i, j) is a sequence ofki, j verticesvi ,v1,v2, .....,v j , the perturbation function selects a

neighborN(CONF) of the current configuration with the following probabilities: For each

p(i, j) ∈ P:

1. With probability1/3 PF adds a random vertexvr into the path sequence wherevr ∈V and
/∈ p(i, j). Note that the setV consists of all potential physical nodes which are running VNET
and hence are capable of routing any VNET traffic. This step attempts to modify each path by
randomly adding a potential overlay node in the existing forwarding path.

2. With probability1/3 PF deletes a random vertexvr from the path sequence wherevr ∈ p(i, j).
3. With probability1/3 PF swaps two nodesvx andvy wherex 6= y andvx,vy ∈ p(i, j).

On a typical iteration, our algorithm only perturbs the current forwarding paths. To also

explore new mappings of the VMs to different VNET hosts, we also perturb that mapping.
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However, as perturbing a mapping effectively resets the forwarding paths, we perturb the

mappings with a lower probability.

Cost Evaluation Function

The cost evaluation functionCEF computes the cost of a configurationC using Equation B.1.

After a neighborN(C) is found using the perturbation function, a cost differenceCEF(N(C))−
CEF(C) is computed. This is the energy difference used to compute the future path in the sim-

ulated annealing approach using a probabilitye(CEF(N(C))−CEF(C))/t if the difference is nega-

tive, 1 otherwise. As iterations proceed and temperature decreases, the SA algorithm finally

converges to the best state it encounters in its search space.

B.4.4 Performance

Because we have not yet coupled the entire real-time toolchain, our evaluation is done in simu-

lation, using Wren measurements collected from observing VNET data to the extent possible.

We also evaluate our algorithms by posing a challenging adaptation problem, and evaluate

their scalability using a large-scale problem. In each scenario the goal is to generate a config-

uration consisting of VM to Host mappings and paths between the communicating VMs that

maximizes the total residual bottleneck bandwidth (Section B.4.1). We compare the greedy

heuristic (GH), simulated annealing approach (SA) and simulated annealing with the greedy

heuristic solution as the starting point (SA+GH). In addition at all points in time we also

maintain the best solution found so far with (SA+GH), we call this (SA+GH+B), where ’B’

indicates the best solution so far. The W&M and NWU setup had a solution space small

enough to enumerate all possible configurations to find the optimal solution.
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Figure B.6: Northwestern / William and Mary testbed. Numbers are Mb/sec.
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Simulated Annealing Progress with Time
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Figure B.8: Adaptation performance while mapping 4 VM all-to-all application onto NWU /
W&M testbed.

Wren Measurements for Testbed

We have created a testbed of Wren-enabled machines: two at William and Mary and two at

Northwestern as shown in Figure B.6. We have successfully run VNET on top of Wren on

these systems with Wren using VM traffic to characterize the network connectivity, as shown

in Figure B.4. At the same time Wren provides its available bandwidth matrix, VTTIF pro-

vides the (correct) application topology matrix. The full Wren matrix is used in Section B.4.4.

Adaptation in W&M and NWU Testbed

We evaluated our adaptation algorithms for an application running inside of VMs hosted on

the W&M and NWU testbed in simulation. The VMs were running the NAS MultiGrid bench-

mark. Figure B.7 shows the application topology inferred by VTTIF for a 4 VM NAS Multi-

Grid benchmark. The thickness of the arrows are directly proportional to the bandwidth de-

mand in that direction.

Figure B.8 shows the performance of our algorithms as a function of time. The two flat

lines indicate the heuristic (GH) performance and the optimal cost of the objective function

(evaluated by hand). Since the solution space is small with 12 possibilities for the VM to
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Figure B.9: A challenging scenario that requires a specific VM to Host mapping for good
performance.

VNET mapping, we were able to enumerate all possible configurations and thus determine the

optimal solution. The optimal mapping isVM1→ 2, VM2→ 4, VM3→ 3, VM4→ 1 with an

optimal CEF value of 605.66.

There is a curve for the simulated annealing algorithm, SA+GH (annealing algorithm start-

ing with heuristic as the initial point) and the best cost reached so far, showing their values over

time. We see that the convergence rate of SA is crucial to obtaining a good solution quickly.

Notice that SA is able to find close to optimal solutions in a reasonably short time, while GH

completes almost instantaneously, but is not able to find a good solution. SA+GH performs

slightly better than SA. Note that the graph shows, for each iteration, the best value of the

objective function of that iteration. SA+GH+B shows the best solution of all the iterations up

to the present one by SA+GH.

Challenge

We also designed a challenging scenario, illustrated in Figure B.9, to test our adaptation al-

gorithms. The VNET node topology consists of two clusters of three machines each. The

domain 1 cluster has 100 Mbps links interconnecting the machines, while domain 2 cluster
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Figure B.10: Adaptation performance while mapping 6 VM all-to-all in the challenging sce-
nario.

has 1000 Mbps links. The available bandwidth on the link connecting the two domains is

10 Mbps. This scenario is similar to a setup consisting of two tightly coupled clusters con-

nected to each other via WAN. The lower part of the figure shows the VM configuration.

VMs 1, 2 and 3 communicate with a much higher bandwidth as compared to VM 4. An

optimal solution for this would be to place VMs 1, 2 and 3 on the three VNET nodes in do-

main 2 and place VM 4 on a VNET node in domain 1. The final mapping reported by GH

is VM1→ 5, VM2→ 4, VM3→ 6, VM4→ 1. The final mapping reported by SA+GH is

VM1→ 4, VM2→ 5, VM3→ 6, VM4→ 1. Both are optimal for the metric described before

with a final CEF value of 5410.

For this scenario, both GH and SA are able to find the optimal mappings quickly. Fig-

ure B.10(a) illustrates the performance of our adaptation algorithms. The physical and appli-

cation topologies have been constructed so that only one valid solution exists. We see that

GH, SA, and SA+GH all find the optimal solution quickly with very small difference in their

performance. The large fluctuations in the objective function value for SA curves is due to

the occasional perturbation of VM to Host mapping. If a mapping is highly sub-optimal,

the objective function value drops sharply and remains such until a better mapping is chosen
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again.

Multi-constraint Optimization : In this scenario, we also use the annealing algorithm

to perform multi-constrained optimization. In Figure B.10(b), we show the performance of

our algorithms with an objective function that takes into account both bandwidth and latency.

Specifically, we have changed Equation B.1 to be

∑
p∈P

b(p(si ,di))+
c

l(p(si ,di))
(B.3)

wherel(p) is the path latency for pathp andc is a constant. This penalizes the paths with

large latencies. We see that SA and SA+GH find better solutions than GH. GH provides a

good starting point for SA which further explores the search space to improve the solution

based on the defined multi-constraint objective.

Large topology

To study scalability of our adaptation algorithms we generated a 256 node BRITE [106] phys-

ical topology. The BRITE topology was generated using the Waxman Flat-router model with

a uniformly varying bandwidth from 10 to 1024 units. Each node has an out-degree of 2. In

this topology, we chose 32 hosts at random to run VNET daemons, hence each is a potential

VM host.

A VNET link is a path in the underlying BRITE physical topology. We calculated the

bandwidths for the VNET overlay links as the bottleneck bandwidths of the paths in the un-

derlying BRITE topology connecting the end points of the VNET link.

Figure B.11 shows the performance of our algorithms adapting a 8 VM application com-

municating with a ring topology to the available network resources. It illustrates the point that

the simple greedy heuristic is more suited to smaller scenarios, while simulated annealing is

best used when the quality of the solution is most important and more time to find a solution

is available.
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Figure B.11: Adaptation performance while mapping 8 VM all-to-all to 32 hosts on a 256
node network.

GH completes very quickly and produces a solution that we unfortunately cannot compare

with optimiality since enumerating solutions is intractable. Simulated annealing on the other

hand takes much longer, but produces a much better result in the end. Figure B.11 shows the

scenario for the time during which the SA solution is inferior to the GH solution. However,

given more time the SA solution meets and exceeds the GH solution.

Figure B.11(b) shows the performance using the combined bandwidth/latency objective

function of Equation B.3. Here, in the allotted time, SA’s performance greatly exceeds that of

GH. This is not particularly surprising as GH does not consider latency at all. However, the

point is that it is trivial to change the objective function in SA compared to in ad hoc heuristic

techniques. Simulated annealing is very effective in finding good solutions for larger scale

problems, and for different complex objective functions.

B.5 Conclusions

We have described how the Virtuoso and Wren systems may be integrated to provide a virtual

execution environment that simplifies application portability while providing the application
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and resource measurements required for transparent optimization of application performance.

We have described extensions to the Wren passive monitoring system that support online avail-

able bandwidth measurement and export the results of those measurements via a SOAP inter-

face. Our results indicate that this system has low overhead and produces available bandwidth

observations while monitoring bursty VNET traffic. VADAPT, the adaptation component of

Virtuoso uses this information provided by Wren along with application characteristics pro-

vided by VTTIF to dynamically configure the application, maximizing its performance. We

formalized the adaptation problem, and compared two heuristic algorithms as solutions to this

NP-hard problem. We found the greedy heuristic to perform as well or better than the simu-

lated annealing approach, however, if the heuristic was taken as the starting point for simulated

annealing it performed much better than the greedy heuristic.


